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Abstract. Dynamic programming reduces the solution of optimal control problems to solution of
the corresponding Hamilton-Jacobi-Bellman partial differential equations (HJB PDEs). In the case of
nonlinear deterministic systems, the HJB PDEs are fully nonlinear, first-order PDEs. Standard, grid-
based techniques to the solution of such PDEs are subject to the curse-of-dimensionality, where the
computational costs grow exponentially with state-space dimension. Among the recently developed
max-plus methods for solution of such PDEs, there is a curse-of-dimensionality-free algorithm. Such
an algorithm can be applied in the case where the Hamiltonian takes the form of a pointwise maximum
of a finite number of quadratic forms. In order to take advantage of this curse-of-dimensionality-
free algorithm for more general HJB PDEs, we need to approximate the general Hamiltonian by a
maximum of these quadratic forms. In doing so, one introduces errors. In this work, we obtain a
bound on the difference in solution of two HJB PDEs, as a function of a bound on the difference in
the two Hamiltonians. Further, we obtain a bound on the suboptimality of the controller obtained
from the solution of the approximate HJB PDE rather than from the original.

1. Introduction. The use of dynamic programming to solve nonlinear control
problems leads to the familiar dynamic programming equation. In the case of problems
in continuous space/time governed by finite-dimensional “deterministic” (or max-plus
stochastic, c.f., [17]) dynamics, the dynamic programming equation takes the form of
a Hamilton-Jacobi-Bellman partial differential equation (HJB PDE). For instance, in
the infinite time-horizon case, this is typically a PDE over a region in a space whose
dimension is the dimension of the state variable in the control problem. We remark
that the solutions are generally nonsmooth, and the theory of viscosity solutions yields
the appropriate solution definition (c.f., [6], [10], [11], [19]).

The difficulty lies in computing the solution of the HJB PDE. The most intuitive,
and commonly applied, approaches are grid-based (c.f., [6], [7], [13], [14], [15], [19]
among many others), and are subject to the curse-of-dimensionality (whereby the
computational cost growth is very roughly on the order of (2D)n where D is the
required number of grid points per dimension, and more importantly, n is the space
dimension).

A recent development is the discovery of the curse-of-dimensionality-free methods
exploiting semiconvex dual operators and max-plus linearity ([26], [27], [28]). Using
convex-programming based pruning, a problem over IR6 was solved on a desktop
machine [24]. This approach has, so far, only been developed for steady-state problems
over the entire space, although the class could be enlarged. (For other max-plus-based
methods developed for larger classes of problems, see [1], [2], [18], [28], [29].) The
curse-of-dimensionality-free approach currently handles HJB PDE problems of form

0 = −H̃(x,∇V ) ∀x ∈ IRn \ {0}, V (0) = 0(1.1)

where
H̃(x,∇V ) = max

m∈M
{Hm(x,∇V )},(1.2)

M = {1, 2 . . .M}, and the Hm have computationally simpler forms. In particular,
the Hm considered to date in the curse-of-dimensionality-free methods have been

∗Research partially supported by NSF grant DMS-0307229 and AFOSR grant FA9550-06-1-0238.
†Dept. of Mech. and Aero. Eng., University of California San Diego, San Diego, CA 92093-0411,

USA (wmceneaney@ucsd.edu).
‡GE Research, Niskayuna, NY, USA (ameet.deshpande@gmail.com).

1



quadratic functions of x and p. Also, note that by boundary condition, V (0) = 0, we
mean that the solution is zero at the origin.

In [27], [28], the method was developed for infinite time-horizon problems, and
the curse-of-dimensionality-free nature was made clear. In [25], [26], the convergence
rate for the algorithm was obtained. In particular, it was shown that there were
two parameters, τ (the time-step size) and T = Nτ (the approximating finite time-
horizon) such that the errors go to zero as T = Nτ → ∞ and τ ↓ 0. Further, a
required relation between the relative T and τ rates was indicated. The errors in the
pre-limit solution approximation are bounded in a form 0 ≤ Ṽ − V a ≤ ε(1 + |x|2)

where Ṽ is the true solution and V a is the computed approximation. Additionally, one
has T = Nτ ∝ ε−1 and τ ∝ ε2, and so N ∝ ε−3. The computational cost growth with
(space dimension) n is only on the order of n3 (due to some matrix inverses). However,
the approach is subject to a curse-of-complexity, where the computational cost can
grow like MN . Attenuation of this curse-of-complexity growth through pruning, using
semidefinite programming, is an active area of research [24].

Although the PDEs of (1.1) are certainly nontrivial nonlinear PDEs, we would
like to solve more general HJB PDEs. A function, say F (y), is semiconvex if given any
R < ∞, there exists CR < ∞ such that F (y) + CR

2 |y|
2 is convex over BR(0). (Note

that the space of semiconvex functions certainly contains both the space of twice
continuously differentiable functions and the space of convex functions as subspaces.)
It is well known that one can approximate any semiconvex function as the pointwise
maximum of quadratic forms. In fact, this is simply a max-plus basis expansion over
the max-plus vector space, or moduloid, of semiconvex functions (c.f., [28]). With
this in mind, we see that one could approximate any semiconvex Hamiltonian by a
Hamiltonian, H̃, of the form (1.2) with quadratic Hm. One could then solve the
HJB PDE problem (1.1) with a curse-of-dimensionality-free method, thereby yielding
an approximate solution of the HJB PDE with the original semiconvex Hamiltonian.
Such a procedure would induce two error sources. The first consists of the errors in
the solution of (1.1) generated by the curse-of-dimensionality-free algorithm. These
are briefly discussed in the previous paragraph, and fully discussed in [25], [26]. The
second source are those induced by the approximation of the original Hamiltonian
by H̃. This latter error source is under discussion here. Although the analysis to
follow is specifically oriented toward approximation by H̃ of the above form, the
general concepts may be more widely applicable. Further, in addition to obtaining
bounds on the difference between the solution of the original and approximating HJB
PDE problems (Theorem 3.6), we also obtain a lower bound on the suboptimality of
the controller obtained by use of the solution of (1.1) in the controller computation
(Theorem 4.15). This latter question, while substantially more difficult, is, of course,
of significant practical value.

It is worth noting that there is existing literature on the problem of bounding
differences between the solutions of two HJB PDEs (although this does not typically
include estimates of resulting control-problem payoff suboptimality), but for some-
what different classes of systems, c.f., [5, 21]. As the related numerical methods there
are in the class of grid-based methods (again c.f., [6], [7], [13], [14], [15], [19] among
many others), the goals in those efforts are also somewhat different. For problems
on a finite time-horizon, one might see [21], while for infinite time-horizon problems
(including second-order problems), [5] is relevant. In [5] the control spaces are com-
pact, and the running cost is bounded; here, those conditions are not present, but
instead there are conditions which imply a particular kind of stability for ε–optimal
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trajectories. Because of the difference in assumptions, direct comparison between the
results there and the results of Section 3 here are not currently possible.

2. Problem Statement, Assumptions and Preliminary Results. We will
consider HJB PDE problem

0 = −H(x,∇V ) = − sup
w∈IRk

[f ′(x,w)∇V + l(x,w)] ,

V (0) = 0(2.1)

where x ∈ IRn. More specifically, we are seeking the particular viscosity solution
of (2.1) which is the value function of the following optimal control problem. The
dynamics are given by

(2.2) ξ̇t = f(ξt, wt)
.
= g(ξt) + σ(ξt)wt, ξ0 = x,

and the running cost is

(2.3) l(ξt, wt)
.
= L(ξt)−

γ2

2
|wt|2.

It is worth noting, that with the above forms for f and l,

H(x, p) = g(x)′p+ L(x) + 1
2γ2 p

′σ(x)σ′(x)p.

The value function we seek, which is the supremum of the payoff over controls w ∈
W .

= L2((0,∞); IRk), is

(2.4) V̂ (x) = sup
w∈W

sup
T<∞

∫ T

0

l(ξt, wt) dt.

We assume, ∃K, c, dσ, CL, α ∈ (0,∞) such that the following hold. g(x)
is globally Lipschitz continuous with constant K, (x−y)′(g(x)−g(y)) ≤
−c|x−y|2 for all x, y, and g(0) = 0. σ(x) is globally Lipschitz continuous
with constant K, and |σ(x)|, |σ−1(x)| ≤ dσ for all x ∈ IRn (where
σ−1 denotes the Moore-Penrose pseudoinverse). L ∈ C2(IRn), with
|Lx(x)| ≤ CL(1 + |x|), |Lxx(x)| ≤ CL and 0 ≤ L(x) ≤ α|x|2 for all
x ∈ IRn. Finally, we assume γ2/(2d2

σ) > α/c2.

(A.V )

Although the dynamics are written in the standard form (2.2), perhaps it should
be noted that we say ξ is a solution of (2.2) on [0,∞) if it satisfies the integral form

(2.5) ξt = x+

∫ t

0

f(ξr, wr) dr = x+

∫ t

0

g(ξr) + σ(ξr)wr dr,

for t ∈ [0,∞). The existence of a unique, absolutely continuous solution to (2.2)
(equivalently, (2.5)) is essentially standard; the only unusual aspect is that here one
allows w ∈ L2([0,∞); IRk) rather than restricting the input to be bounded.

In [28], Theorems 3.19 and 3.20, it was demonstrated that the above assumptions
guarantee the following:

Theorem 2.1. V̂ (given by (2.4)) is a continuous viscosity solution of (2.1), and
is the unique such solution within the class

(2.6) Gδ
.
=

{
φ : φ is semiconvex, 0 ≤ φ(x) ≤ cγ

2 − δ2

2d2
σ

|x|2
}
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for δ > 0 sufficiently small.

Recall that the overall approach here is the approximate computation of V̂ by
approximation of H with an H̃ taking the form (1.2) with quadratic Hm, and then
solution of (1.1) with a curse-of-dimensionality-free method [27], [28]. In particular,

we assume that H and H̃ are close in following sense.

Assume that there exists θ > 0 such that, for all x, p ∈ IRn such that
H̃(x, p) ≤ 0, one has

H̃(x, p) ≤ H(x, p) ≤ H̃(x, p) + θ
[
|x|2 + |p|2

]
.

(A.c)

Note that the coefficient θ parameterizes the degree of closeness between H and H̃.
As we are dealing with max-plus vector spaces, H̃ approximates H from below (c.f.
[28]), and so this approximation assumption is one-sided.

Let D−V (x) denote the subdifferential of V at x, i.e.,

D−V (x) =

{
p ∈ IRn

∣∣∣∣ lim inf
y→x

V (y)− V (x)− p · (y − x)

|y − x|
≥ 0

}
.

Remark 2.2. If Ṽ is a viscosity solution of (1.1), and p ∈ D−Ṽ (x), then by

the definition of viscosity solutions, H̃(x, p) ≤ 0. Consequently, the inequalities of

Assumption (A.c) hold for all x, p such that p ∈ D−Ṽ (x).

We will suppose that the Hm are general quadratic forms, with parameters meet-
ing certain conditions which guarantee existence and uniqueness within a certain
function class. The Hm take the form

(2.7) Hm(x, p) = 1
2x
′Dmx+ 1

2p
′Σmp+ (Amx)′p+ (lm1 )′x+ (lm2 )′p+ αm,

where each Σm = (1/γ2)σm(σm)′ for appropriate matrices σm. The control problem
associated to our HJB PDE problem (1.1),(1.2),(2.7) is given by

(2.8) Ṽ (x)
.
= sup
T<∞

sup
µ∈D∞

sup
w∈W

∫ T

0

Lµt(ξt)−
γ2

2
|wt|2 dt,

where

Lm(x) = 1
2x
′Dmx+ (lm1 )′x+ αm,(2.9)

ξ̇ = Aµtξt + lµt2 + σµtwt, ξ0 = x,(2.10)

and
D∞ = {µ : [0,∞)→M| measurable }.(2.11)

In regards to the problem data, we make the following assumptions.
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Assume there exists cA ∈ (0,∞) such that x′Amx ≤ −cA|x|2 for all
x ∈ IRn and all m ∈M. Also, assume that all Dm are symmetric.
Assume H1(x, p) has coefficients satisfying the following: l11 = l12 = 0;
α1 = 0; D1 is positive definite; Σ1 > 0; x′A1x ≤ −cA,1|x|2 ∀x ∈ IRn;
and γ2/(2d2

σ,1) > cD/c
2
A,1, where cD is such that x′D1x ≤ cD|x|2 ∀x ∈

IRn and dσ,1
.
= |σ1|.

Assume that system ξ̇µt = Aµtξµt + lµt2 + σµtw is controllable in the
sense that given x, y ∈ IRn and T > 0, there exist processes w ∈ W and
µ measurable with range in M, such that ξT = y when ξ0 = x and one
applies controls w, µ.
Assume there exists c1 < ∞ such that for any ε ∈ (0, 1] and any ε–

optimal pair, µε, wε for the H̃ problem, one has

‖wε‖2L2[0,T ] ≤ c1(1 + |x|2)

for all T <∞ and all x ∈ IRn.

(A.m)

The first assumption in (A.m) is not restrictive, as without this nominal stability,
sensible problems with positive definite running cost would have unbounded value.
The second of the assumptions assures that at least one of the Hamiltonians has
a purely quadratic structure, and this one typically “looks like” H near the origin.
The controllability assumption is (currently) needed for technical reasons. The last
assumption is due to some technical issues that arise when one allows possibly nonzero
lm1 , l

m
2 , α

m. At the end of Appendix B, some specific conditions implying this last
assumption are given. However, as our focus is on value function and payoff errors
induced by approximation errors in the Hamiltonian, rather than on algorithms for
construction of such Hamiltonians, we do not follow this further here.

In order to indicate that the assumptions are not unreasonable, we include a
simple example. First, note that we are working with a class of systems which are
nominally stable. That is, the undisturbed system, ξ̇ = g(ξ) is exponentially stable (by
(A.V )), where g may already contain a proposed feedback controller, as for example
g(x) = ĝ(x, ū(x)), and w· represents a disturbance process. One may then think of
the value function as an “available storage” (c.f., [20]), although that is not the topic
of interest here. Consider the one-dimensional example with nominal dynamics

g(x) =


−k0x if |x| ≤ x0,

−k1x+ (k1 − k0)x0 if x > x0,

−k1x+ (k0 − k1)x0 if x < −x0,

where, in particular, we let k0 = 2, k1 = 3 and x0 = 1. We also let σ(x) ≡ 2, γ2 = 1
and α = 3/4. This is a system where the level of stability shifts at x = ±x0. One can
easily verify that conditions (A.V ) are satisfied. Now we indicate the approximating
constituent Hamiltonians. We specifically indicate an H1; Hamiltonians Hm for m > 1
are not so restricted as H1, and so we do not include examples. One may take
H1(x, p) = (D1/2)x2 + (Σ1/2)p2− k̃xp. That is, one takes l11 = l12 = 0 and α1 = 0. In
particular, suppose

D1 =
1

4

[α
2

]
= 3/8 and Σ1 =

1

4

[
σ2

2γ2

]
= 1.

Then, we may take k̃ = (11/8)k0 = 11/4. One can verify that conditions (A.c) and
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(A.m) are satisfied.
The existence and uniqueness of the absolutely continuous solution of (2.10) (or

the integral form thereof) is standard under the given assumptions.

Theorem 2.3. V̂ and Ṽ are semiconvex.
A proof of Theorem 2.3 is provided in Appendix A. Lastly, we will need the

following, where the proof also appears in Appendix A.
Theorem 2.4. Ṽ is a continuous viscosity solution of (1.1). Further, Ṽ (x) ∈

[0, V̂ (x)] for all x ∈ IRn.
We will now obtain a lemma which will be helpful in the error estimate. Let

T ∈ (0,∞), and let W : IRn × [0,∞) → [0,∞) be the finite time-horizon value
function given by

(2.12) W (x, T ) = sup
w∈W

∫ T

0

l(ξt, wt)dt,

where ξ satisfies (2.2) with ξ0 = x. Also define

(2.13) δ̄
.
= γ2 − 2d2

σα

c2
.

Lemma 2.5. Let wεt be ε–optimal for problem (2.12), and let ξεt denote the
corresponding state process. Then,∫ T

0

1
2 |w

ε
t |2 dt ≤

ε

δ̄
+
α

δ̄c
|x|2

and ∫ T

0

|ξεt |2dt ≤
2d2
σε

δ̄c
+
[1

c
+

2d2
σα

δ̄c2

]
|x|2.

The proof of Lemma 2.5 is given in Appendix A.

3. Error in the Value Function. As noted in Theorem 2.4, 0 ≤ Ṽ (x) ≤ V̂ (x)

for all x ∈ IRn. Now we obtain an upper bound on V̂ − Ṽ . The main result will be
Theorem 3.6. Prior to this we obtain some technical results.

Lemma 3.1. There exists Kg <∞ such that for any x ∈ IRn,

|p| ≤ Kg|x| ∀ p ∈ D−Ṽ (x).

Proof. By Theorem 2.4, Remark 2.2, and (1.2), for all p ∈ D−Ṽ (x), one has

H1(x, p) ≤ H̃(x, p) ≤ 0.

Using (2.7) and Assumption (A.m), this implies

1
2x
′D1x+ 1

2p
′Σ1p+ (A1x)′p ≤ 0 ∀ p ∈ D−Ṽ (x).

Rearranging this, and dropping superscripts for convenience, yields(
p+ Σ−1Ax

)′
Σ
(
p+ Σ−1Ax

)
≤ x′(A′Σ−1A−D)x.
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Thus, ∣∣p+ Σ−1Ax
∣∣2 λmin[Σ] ≤ |x|2λmax[A′Σ−1A−D],

where, λmin[X] = mini(λi[X]) and λmax[X] = maxi(λi[X]) with the λi[X] being the
eigenvalues of X. By Assumption (A.m), λmin[Σ] = λmin[Σ1] > 0. With a little
calculation, this implies the desired result.

Remark 3.2. Using the above proof, a specific value of the bound, Kg, can be
explicitly computed as:

(3.1) Kg =
(
λmax

[
(A1)′(Σ1)−2A1

])1/2

+

√
λmax[A1Σ1−1A1 −D1]

λmin[Σ1]
.

Fix R <∞, and let x ∈ BR. Let ε ∈ (0, 1], and let wε be an ε–optimal controller
for (2.12). Also, let ξε denote the corresponding state process.

Lemma 3.3. For any T ∈ [0,∞), Ṽ (ξεt ) is absolutely continuous on [0, T ], and

Ṽ (ξεT )− Ṽ (x) =

∫ T

0

d

dt
Ṽ (ξεt ) dt,

where the time-derivative exists almost everywhere.
Proof. The semiconvexity of Ṽ (given in Theorem 2.3) implies local Lipschitz

behavior (c.f., [16]). Further, by the (absolute) continuity of solutions of (2.2)/(2.5),
and the finiteness of T , ξεt remains in a bounded set. Then, combining the absolute

continuity of ξε with the Lipschitz property of Ṽ over the bounded set, one imme-
diately obtains the absolute continuity of Ṽ (ξεt ). The remaining assertion is a direct
result of the absolute continuity.

Before proceeding further, we need a technical definition and lemma. Given
V : IRn → IR and x, u ∈ IRn with u 6= 0, let DuV (x) denote the one-sided directional
derivative of V at x in direction u, if it exists. Also, let Dsd

u V (x) denote the (one-sided)
semiderivative (c.f., [31]) given by

(3.2) Dsd
u V (x) = lim

δ↓0, û→u

V (x+ δû)− V (x)

δ
,

if it exists.
Lemma 3.4. Let V : IRn → IR and x, u ∈ IRn. Suppose V is semiconvex. Then,

Dsd
u V (x) and DuV (x) exist, and further, Dsd

u V (x) = DuV (x).
Proof. Let V, x, u be as indicated, and let R > |x|. By the semiconvexity of V ,

there exists CR < ∞ such that on BR(0), the function V c(x)
.
= V (x) + CR|x|2 is

convex. Therefore, by [31], Example 7.27, V c is semidifferentiable on BR(0). Also, by
[31], Corollary 7.22, −CR|·|2, being differentiable, is semidifferentiable. Consequently,
as the finite sum of semidifferentiable functions is semidifferentiable ([31], Exercise
10.27(a) ), we see that V is semidifferentiable on BR(0), and in particular, at x. By
definition (3.2), it is immediate that because Dsd

u V (x) exists, DuV (x) exists and
Dsd
u V (x) = DuV (x).
Lemma 3.5. For any T ∈ [0,∞),

Ṽ (ξεT )− Ṽ (x) =

∫ T

0

max
p∈D−Ṽ (ξεt )

p · f(ξεt , w
ε
t ) dt.
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Proof. Let 0 < t < t+ δ < T . It is helpful to write

(3.3)
1

δ
[Ṽ (ξεt+δ)− Ṽ (ξεt )] =

1

δ

[
Ṽ

(
ξεt + δ

[
ξεt+δ − ξεt

δ

])
− Ṽ (ξεt )

]
.

By the absolute continuity of ξε, for a.e. t ∈ (0, T ),

(3.4) lim
δ→0

ξεt+δ − ξεt
δ

= f(ξεt , w
ε
t ).

Recall from Theorem 2.3 that Ṽ is semiconvex. Then, we see from (3.3), (3.4) and
Lemma 3.4 that

(3.5) lim
δ↓0

1

δ
[Ṽ (ξεt+δ)− Ṽ (ξεt )] = Dsd

f(ξεt ,w
ε
t )Ṽ (ξεt ) = Df(ξεt ,w

ε
t )Ṽ (ξεt ) a.e. t ∈ (0, T ),

(and similarly with limδ↑0). Now, by [6], Proposition II.4.7 (where we remark that
the proposition is trivially generalized to include semiconvex V and directions u such
that |u| 6= 1, and we do not include the details),

(3.6) Df(ξεt ,w
ε
t )Ṽ (ξεt ) = max

p∈D−Ṽ (ξεt )
p · f(ξεt , w

ε
t ) a.e. t ∈ (0, T ).

By (3.5) and (3.6), d
dt Ṽ (ξεt ) exists and is given by

d

dt
Ṽ (ξεt ) = max

p∈D−Ṽ (ξεt )
p · f(ξεt , w

ε
t ) a.e. t ∈ (0, T ).

Combining this with Lemma 3.3 yields the desired result.
We now proceed to obtain the main result of the section. For any t ∈ [0, T ], let

vεt
.
= max
p∈D−Ṽ (ξεt )

p · f(ξεt , w
ε
t ) and pεt ∈ argmax

p∈D−Ṽ (ξεt )

p · f(ξεt , w
ε
t ).

By the ε-optimality of wε, one has

W (x, T )≤
∫ T

0

[l(ξεt , w
ε
t ) + vεt ] dt−

∫ T

0

vεt dt+ ε,

(where existence of the integrals follows from Lemma 3.5). Then, by Lemma 3.5,

W (x, T )≤ Ṽ (x)− Ṽ (ξεT ) +

∫ T

0

[l(ξεt , w
ε
t ) + vεt ] dt+ ε.(3.7)

Next, note that

l(ξεt , w
ε
t ) + vεt = l(ξεt , w

ε
t ) + pεt · f(ξεt , w

ε
t ) ≤ H(ξεt , p

ε
t ),

which by Assumption (A.c),

≤ H̃(ξεt , p
ε
t ) + θ(|ξεt |2 + |pεt |2).(3.8)

However, by Remark 2.2 and the fact that pεt ∈ D−Ṽ (ξεt ), H̃(ξεt , p
ε
t ) ≤ 0, and so, (3.8)

implies

l(ξεt , w
ε
t ) + vεt ≤ θ(|ξεt |2 + |pεt |2)

which by Lemma 3.1,
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≤ θ(1 +K2
g )|ξεt |2.(3.9)

Substituting (3.9) into (3.7), one obtains

W (x, T )≤ Ṽ (x)− Ṽ (ξεT ) + θ(1 +K2
g )

∫ T

0

|ξεt |2 dt+ ε,

and noting Ṽ ≥ 0,

≤ Ṽ (x) + θ(1 +K2
g )

∫ T

0

|ξεt |2 dt+ ε,

which, by Lemma 2.5,
≤ Ṽ (x) + θ(1 +K2

g )[εC1 + C2|x|2] + ε,(3.10)

where

(3.11) C1 = 2d2
σ/(δ̄c) and C2 =

1

c
+

2d2
σα

δ̄c2

Since this is true for all ε ∈ (0, 1], we have

(3.12) W (x, T ) ≤ Ṽ (x) + θ(1 +K2
g )C2|x|2.

Then, noting (c.f., [28]) that W (x, T )→ V̂ (x) as T →∞, (3.12) (along with Theorem
2.4) yields the value approximation result:

Theorem 3.6. For all x ∈ IRn,

V̂ (x)− θ(1 +K2
g )C2|x|2 ≤ Ṽ (x) ≤ V̂ (x),

where C2 is given by (3.11), and θ is as given in Assumption (A.c).

Thus, we see that Ṽ approximates V̂ arbitrarily well if H̃ is sufficiently close to
H, this closeness being parameterized by θ.

4. Degree of Suboptimality of the Controller. In the previous section, it
was shown that if the approximating Hamiltonian is close to the Hamiltonian of the
originating problem in a certain sense, then the corresponding viscosity solutions will
be close in an appropriate sense. However, recall that we are specifically concerned
with a case where we can efficiently solve the HJB PDE corresponding to the approx-
imating Hamiltonian, and would like to use this solution to generate a controller for
the originating problem. Consequently, we would like to know whether an (approxi-
mate) optimal control generated from the solution of the approximate HJB PDE, will
perform well when applied to the true system, which is described by the originating
Hamiltonian. We begin with some preparatory results, which are minor variations
of well-known properties of viscosity solutions and semiconvexity. Between Lemma
4.5 and Lemma 4.7, the optimal control approximation will be introduced. The main
development will begin with Theorem 4.10.

Lemma 4.1. Suppose V is a semiconvex viscosity solution of 0 = Ĥ(x,∇V ),

where Ĥ is continuous. For any x, q ∈ IRn, there exists p̄ ∈ D−V (x) such that

p̄ · q = max
p∈D−V (x)

p · q(4.1)

and
Ĥ(x, p̄) = 0.(4.2)
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Proof. Let

(4.3) D∗V (x)
.
=

{
p ∈ IRn ∃{xn} ⊆ A, such that

xn → x and p = limn→∞∇V (xn)

}
where A = {a ∈ IRn | ∇V (x) exists }. We note that by Rademacher’s Theorem (c.f.,
[33]), the Lebesgue measure of Ac is zero, due to the fact that V is locally Lipschitz,
which follows from the semiconvexity (c.f., [16]). The generalized gradient (c.f., [8])
is the convex hull of D∗V (x), denoted by 〈D∗V (x)〉. Then, by the semiconvexity of
V and [6], Proposition II.4.7,

(4.4) D−V (x) = 〈D∗V (x)〉.

Obviously, for any q ∈ IRn, p·q is linear as a function of p, and so it takes its maximum
over a convex hull at a point in the generating set. Using this observation and (4.4),
we see that

(4.5) max
p∈D−V (x)

p · q = max
p∈〈D∗V (x)〉

p · q = max
p∈D∗V (x)

p · q.

Let p̄ ∈ argmaxp∈D∗V (x) p · q. By (4.4) and (4.5), p̄ achieves the maximum in (4.1).
Since p̄ ∈ D∗V (x), by (4.3) there exists xn → x with ∇V (xn) → p̄. However,

Ĥ(xn,∇V (xn)) = 0 for all n, and so, by the continuity of Ĥ, Ĥ(x, p) = 0.
It will be helpful to make the following definition. Let

P(x; Ṽ )
.
= argmax

{
f(x,w) · p+ l(x,w) | (w, p) ∈ IRk×D−Ṽ (x)

}
.

Remark 4.2. As is well-known, the subdifferential is closed (and convex). Re-

calling from Theorem 2.3, that Ṽ is semiconvex, and hence locally Lipschitz, we see
that D−Ṽ (x) is compact. Combining this with the fact that f(x,w) · p + l(x,w) is

concave quadratic in w, one easily obtains the existence of P(x; Ṽ ).
Also, let

W0(x; Ṽ )= argmax
w∈IRk

max
p∈D−Ṽ (x)

[f(x,w) · p+ l(x,w)] ,

and
P0(x; Ṽ )= argmax

p∈D−Ṽ (x)

max
w∈IRk

[f(x,w) · p+ l(x,w)]

= argmax
p∈D−Ṽ (x)

[
g(x) · p+ L(x) + 1

2γ2 p
′σ(x)σ′(x)p

]
.

It will also be handy to note some simple relations.
Lemma 4.3. If ŵ ∈ W0(x; Ṽ ), then there exists p̂ ∈ D−Ṽ (x) such that (ŵ, p̂) ∈

P(x; Ṽ ). On the other hand, (ŵ, p̂) ∈ P(x; Ṽ ) implies that ŵ ∈ W0(x; Ṽ ).
Proof. To simplify the notation, let G(x,w, p)

.
= f(x,w) · p + l(x,w). Suppose

ŵ ∈ W0(x; Ṽ ). Then

max
p∈D−Ṽ (x)

G(x, ŵ, p) = max
w∈IRk

max
p∈D−Ṽ (x)

G(x,w, p),

where, recalling (from Remark 4.2) the compactness of D−Ṽ (x) and noting the con-

tinuity of G, we see that there exists p̂ ∈ D−Ṽ (x) such that (ŵ, p̂) ∈ P(x; Ṽ ).
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Alternatively, let (ŵ, p̂) ∈ P(x; Ṽ ). If ŵ 6∈ W0(x; Ṽ ), then

max
p∈D−Ṽ (x)

G(x, ŵ, p)< max
w∈IRk

max
p∈D−Ṽ (x)

G(x,w, p)

= G(x, ŵ, p̂) ≤ max
p∈D−Ṽ (x)

G(x, ŵ, p),

which is a contradiction.
Similarly, one has:
Lemma 4.4. If p̂ ∈ P0(x; Ṽ ), then there exists ŵ ∈ IRk such that (ŵ, p̂) ∈ P(x; Ṽ ).

On the other hand, (ŵ, p̂) ∈ P(x; Ṽ ) implies that p̂ ∈ P0(x; Ṽ ).
We now get a simple representation for ŵ, which will be useful in bounding the

control effort.
Lemma 4.5. Suppose p̂ ∈ P0(x; Ṽ ), and let ŵ = ŵ(x, p̂) = 1

γ2σ
′(x)p̂. Then,

(ŵ, p̂) ∈ P(x; Ṽ ), and ŵ ∈ W0(x; Ṽ ). On the other hand, if w̄ ∈ W0(x; Ṽ ), then there

exists p̄ ∈ D−Ṽ (x) such that (w̄, p̄) ∈ P(x; Ṽ ) and w̄ = 1
γ2σ
′(x)p̄.

Proof. Using (2.2) and (2.3), we have

f(x, ŵ) · p̂+ l(x, ŵ)= [g(x) + σ(x)ŵ] · p̂+ L(x)− γ2

2
|ŵ|2

which by a simple calculation of the maximum of a quadratic,
= max
w∈IRk

[f(x,w) · p̂+ l(x,w)],

which, since p̂ ∈ P0(x; Ṽ ),
= max
p∈D−Ṽ (x)

max
w∈IRk

[f(x,w) · p+ l(x,w)],

which implies (ŵ, p̂) ∈ P(x; Ṽ ). The fact that ŵ ∈ W0(x; Ṽ ) then follows from Lemma
4.3.

On the other hand, suppose w̄ ∈ W0(x; Ṽ ). Then, by Lemma 4.3, there exists

p̄ ∈ D−Ṽ (x) such that (w̄, p̄) ∈ P(x; Ṽ ), and further, by Lemma 4.4, p̄ ∈ P0(x; Ṽ ).

Now, (w̄, p̄) ∈ P(x; Ṽ ) implies

f(x, w̄) · p̄+ l(x, w̄)= max
p∈D−Ṽ (x)

max
w∈IRk

[f(x,w) · p+ l(x,w)],

and since p̄ ∈ P0(x; Ṽ ),
= max
w∈IRk

[f(x,w) · p̄+ l(x,w)]

= max
w∈IRk

[
g(x) · p̄+ L(x) + w′σ′(x)p̄− γ2

2
|w|2

]
,

which by simple calculation of the maximum of a quadratic function, implies w̄ =
1
γ2σ
′(x)p̄.
We now deal with a technical issue related to existence of solutions. We will make

an assumption, and then indicate a class of systems meeting the assumption. Let

F s(x)
.
=

{
g(x) +

1

γ2
σ(x)σ′(x)p

∣∣∣ p ∈ P0(x; Ṽ )

}
=

{
g(x) + σ(x)w

∣∣∣w =
1

γ2
σ′(x)p, p ∈ P0(x; Ṽ )

}
which by Lemma 4.5,
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=
{
g(x) + σ(x)w

∣∣∣w ∈ W0(x; Ṽ )
}
.

Consider the differential inclusion

(4.6) ξ̇ ∈ F s(ξ), ξ0 = x.

We assume there exists a locally Lipschitz solution of (4.6). (A.s)

We denote this solution of (4.6) as ξ̄. Note that in the case where Ṽ is smooth, (4.6)
reduces to an ordinary differential equation, and there is no technical issue. However,
in general, existence proofs for differential inclusions are less trivial than those for
differential equations. One class of problems where it is known that (A.s) holds is as
follows.

Theorem 4.6. Suppose that −F s is monotone in the sense that (u−v)·(x−y) ≥ 0
for all u ∈ −F s(x), v ∈ −F s(y), and all x, y ∈ IRn. Then for any x ∈ IRn, there exists
a locally Lipschitz solution of (4.6), and further, ‖ξt‖ is monotonically decreasing.

Proof. With a possible linear rescaling of the time variable, I−F s is onto (where
I indicates the identity mapping). By [3], Theorem 3.1.1, this implies that −F s is
maximal monotone. Then, by [3], Theorem 3.2.1, one obtains the result.

Lemma 4.7. For any T ∈ [0,∞),

Ṽ (ξ̄T )− Ṽ (x) =

∫ T

0

d

dt
Ṽ (ξ̄t) dt

where d
dt Ṽ (ξ̄t) exists a.e.

Proof. By the existence and continuity of ξ̄ on [0, T ] (for any T ), there exists

RT <∞ such that |ξ̄t| ≤ RT for all t ∈ [0, T ]. Also, by the Lipschitz continuity of Ṽ
(implied by the semiconvexity, c.f., [16]), there exists KT <∞ such that

(4.7) |Ṽ (x)− Ṽ (y)| ≤ KT (x− y) ∀x, y ∈ BRT ,

and this implies |p| ≤ KT for all p ∈ D−Ṽ (x) for all x ∈ BRT . By (4.7) and the

Lipschitz behavior of ξ̄ on [0, T ], Ṽ (ξ̄·) is Lipschitz on [0, T ], which implies absolute

continuity. Therefore, ddt Ṽ (ξ̄t) exists a.e. on [0, T ], and Ṽ (ξ̄t)− Ṽ (ξ̄s) =
∫ t
s
d
dr Ṽ (ξ̄r) dr

for all 0 ≤ s ≤ t ≤ T .

As noted in the proof just above, there exists RT <∞ such that ξ̄t ∈ B̄RT for all

t ∈ [0, T ]. Then, again using the local Lipschitz nature of Ṽ , there exists KT < ∞
such that D−Ṽ (x) ⊆ B̄KT (0) for all x ∈ B̄RT (0), that is D−Ṽ (B̄RT (0)) ⊆ B̄KT (0).

Consequently, with a slight abuse of notation, W0(B̄RT (0); Ṽ ) ⊆ dσ
γ2 B̄KT (0). Then,

by for example, [3] Corollary 1.14.1,
Lemma 4.8. There exists a measurable selection, w̄· ∈ W, such that w̄t ∈

W0(ξ̄t; Ṽ ) for a.e. t ∈ [0, T ], where ˙̄ξ = g(ξ̄t) + σ(ξ̄t)w̄t with ξ̄t = x. Of course,

where ∇Ṽ (ξ̄t) exists, the inclusion reduces to w̄t = 1
γ2σ
′(ξ̄t)∇Ṽ (ξ̄t).

The proof of the following lemma is essentially identical to the proof of Lemma
3.5, and so we do not repeat it.

Lemma 4.9. For any T ∈ [0,∞) and x ∈ IRn,

Ṽ (ξ̄T )− Ṽ (x) =

∫ T

0

max
p∈D−Ṽ (ξ̄t)

p · f(ξ̄t, w̄t) dt.
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It will be necessary to show that solutions driven by our feedback control are
well-behaved, i.e., staying bounded and eventually decaying to the origin. This step
is comprised of the material from Theorem 4.10 through Lemma 4.13.

Theorem 4.10. For any T ∈ [0,∞) and x ∈ IRn,∫ T

0

l(ξ̄t, w̄t) dt ≥ Ṽ (x)− Ṽ (ξ̄T ).

Proof. Let T ∈ [0,∞) and x ∈ IRn. We have∫ T

0

l(ξ̄t, w̄t) dt=

∫ T

0

[
l(ξ̄t, w̄t) + max

p∈D−Ṽ (ξ̄t)
f(ξ̄t, w̄t) · p

]
dt

−
∫ T

0

max
p∈D−Ṽ (ξ̄t)

f(ξ̄t, w̄t) · p dt,(4.8)

where the integrability follows from Lemma 4.9. Define

H0(x; H̃)
.
= {p ∈ IRn | H̃(x, p) = 0}.

Then, note that

l(ξ̄t, w̄t) + max
p∈D−Ṽ (ξ̄t)

f(ξ̄t, w̄t) · p= max
p∈D−Ṽ (ξ̄t)

[
l(ξ̄t, w̄t) + f(ξ̄t, w̄t) · p

]
,

and, since w̄t ∈ W0(ξ̄t; Ṽ ),
= max
w∈IRk

max
p∈D−Ṽ (ξ̄t)

[
l(ξ̄t, w) + f(ξ̄t, w) · p

]
= max
w∈IRk

{
l(ξ̄t, w) + max

p∈D−Ṽ (ξ̄t)

[
f(ξ̄t, w) · p

]}
,

which by Lemma 4.1,

= max
w∈IRk

{
l(ξ̄t, w) + max

p∈D−Ṽ (ξ̄t)∩H0(ξ̄t;H̃)

[
f(ξ̄t, w) · p

]}
= max
p∈D−Ṽ (ξ̄t)∩H0(ξ̄t;H̃)

max
w∈IRk

[
l(ξ̄t, w) + f(ξ̄t, w) · p

]
= max
p∈D−Ṽ (ξ̄t)∩H0(ξ̄t;H̃)

H(ξ̄t, p),

which by Assumption (A.c),

≥ max
p∈D−Ṽ (ξ̄t)∩H0(ξ̄t;H̃)

H̃(ξ̄t, p),

which since p ∈ H0(ξ̄t; H̃),
= 0.

Integrating this over time, we see that,

(4.9)

∫ T

0

[
l(ξ̄t, w̄t) + max

p∈D−Ṽ (ξ̄t)
f(ξ̄t, w̄t) · p

]
dt ≥ 0.

Substituting (4.9) into (4.8), one finds∫ T

0

l(ξ̄t, w̄t) dt≥ −
∫ T

0

max
p∈D−Ṽ (ξ̄t)

f(ξ̄t, w̄t) · p dt,

which by Lemma 4.9,
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= Ṽ (x)− Ṽ (ξ̄T ).

Corollary 4.11. For any x ∈ IRn, and any T ∈ [0,∞),∫ T

0

l(ξ̄t, w̄t) dt+ V̂ (ξ̄T ) ≥ V̂ (x)−Kx

where Kx
.
= V̂ (x)− Ṽ (x).

Proof. The result follows immediately from the theorem by noting that Ṽ (ξ̄T ) ≤
V̂ (ξ̄T ).

Corollary 4.12. Given any R < ∞, there exists M̃R,MR < ∞ such that for
all |x| ≤ R and all T ∈ [0,∞),∫ T

0

|w̄t|2 dt ≤ M̃R and

∫ T

0

|ξ̄t|2 dt ≤MR.

Proof. Let R < ∞, |x| ≤ R and T ∈ [0,∞). Consider the finite time-horizon
problem given by dynamics (2.2) with payoff and value

Ĵf (x, T, w) =

∫ T

0

l(ξt, wt) dt+ V̂ (ξT ),

V̂ f (x, T ) = sup
w∈W

Ĵf (x, T, w),

where l is given by (2.3). By Corollary 4.11, w̄ is ε–optimal with ε = V̂ (x) − Ṽ (x).
Using Theorems 2.1 and 2.4, we see that this implies w̄ is ε–optimal for any

(4.10) ε ∈
[
c
γ2

2d2
σ

|x|2,∞
)
⊆
[
c
γ2

2d2
σ

R2,∞
)
.

Then, by [30] Lemma 2.2,

(4.11) ‖w̄‖2L2(0,T ) ≤
ε

δ̄
+

1

δ̄

[
cγ2

d2
σ

e−cT +
α

c

]
R2,

where we recall δ̄ > 0 is given by (2.13). Taking the lower bound for ε in (4.10), and
substituting that into (4.11), we see that

(4.12) ‖w̄‖2L2(0,T ) ≤
1

δ̄

[
3cγ2

2d2
σ

+
α

c

]
R2 .

= M̃R.

Then with this same value of ε, by [30] Lemma 2.3, one finds that there exists C1 <∞
(independent of R, T <∞) such that

∫ T
0
|ξ̄t|2 dt ≤ C1

δ̄
R2, which completes the proof.

Lemma 4.13. Given ε ∈ (0, 1], x ∈ IRn and T <∞, there exists T > T such that

0 ≤ Ṽ (ξ̄T ) ≤ V̂ (ξ̄T ) < ε.
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Proof. As the other inequalities are already proven, we prove only the rightmost.
Using Corollary 4.12, it is easy to show that given ε̄ > 0 and T < ∞, there exists
T ∈ [T ,∞) such that

(4.13) |ξ̄T |2 < ε̄.

However, by Theorem 2.1, there exists CV < ∞ such that V̂ (x) ≤ CV |x|2, and
consequently,

(4.14) V̂ (ξ̄T ) ≤ CV |ξ̄T |2.

Combining (4.13) and (4.14) yields the result.
We now begin the development leading to the main result of the section. By

Corollary 4.12, we see that given ε̂ > 0, there exists T̂ <∞ such that

‖ξ̄‖2
L2(T̂ ,∞)

, ‖w̄·‖2L2(T̂ ,∞)
< ε̂,

which implies that given ε̃ > 0, there exists T̃ <∞ such that

(4.15)

∫ ∞
T̃

∣∣l(ξ̄t, w̄t)∣∣ dt < ε̃,

which implies that limT→∞
∫ T

0
l(ξ̄t, w̄t) dt exists. In particular, given ε̃ > 0,

(4.16)

∣∣∣∣∣
∫ T

0

l(ξ̄t, w̄t) dt− lim
T→∞

∫ T

0

l(ξ̄t, w̄t) dt

∣∣∣∣∣ < ε̃,

for all T ≥ T̃ . By (4.16) and Theorem 4.10, given ε̃ > 0,

(4.17) lim
T→∞

∫ T

0

l(ξ̄t, w̄t) dt ≥ Ṽ (x)− ε̃− Ṽ (ξ̄T ) ∀T ≥ T̃ .

Combining (4.17) and Lemma 4.13 (with T replacing T̃ ), one sees that given ε̃ > 0,

lim
T→∞

∫ T

0

l(ξ̄t, w̄t) dt ≥ Ṽ (x)− 2ε̃.

Lastly, since this is true for all ε̃ > 0, we obtain:
Theorem 4.14.

lim
T→∞

∫ T

0

l(ξ̄t, w̄t) dt ≥ Ṽ (x).

Combining Theorem 4.14 and Theorem 3.6, we have:
Theorem 4.15. For any x ∈ IRn,

lim
T→∞

∫ T

0

l(ξ̄t, w̄t) dt ≥ V̂ (x)− θ(1 +K2
g )C2|x|2,

where C2 is as given in (3.11), and Kg is indicated in Lemma 3.1, with an explicit
bound given in Remark 3.2.

In other words, the payoff obtained with control w̄·, based on solution of the
approximating problem, will be arbitrarily close to the optimal payoff, V̂ (x). Further,
the bound on the difference, θC3(1+|x|2), goes to zero as θ → 0, where θ parameterizes

the closeness of H̃ to the originating Hamiltonian, H.
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5. Concluding Remarks. We consider approximation of one HJB PDE by
another, where the second PDE has a Hamiltonian given as a maximum of quadratic
forms. The main results are Theorem 3.6, indicating the relative closeness of the
solutions, and Theorem 4.15, indicating the nearness to optimality of the controller
obtained from the solution of the approximating HJB PDE. We note that one may also
be able to get a result analogous to Theorem 4.15, but working from the solution-
approximation results of [5]. An underlying motivation is that we have numerical
methods which are quite fast for HJB PDEs such that the Hamiltonian is given as
a maximum of quadratic forms, i.e., the curse-of-dimensionality-free methods (c.f.,
[24, 25, 28]). Consequently, another avenue for future effort could be in development
of numerical algorithms where at each succeeding step of the curse-of-dimensionality-
free algorithm, one uses increasingly close approximations of the original Hamiltonian.
Noting that a key step in application of curse-of-dimensionality-free algorithms is
pruning, which may be viewed as optimal max-plus projection onto a subspace of given
dimension, combining these steps – Hamiltonian approximation and propagation with
projection – could be a promising future direction.

Appendix A.. First, we provide a proof of Theorem 2.3.
Proof. The proof that under Assumptions (A.V ), V̂ is semiconvex may be found

in [28], Chapter 4. We now indicate the proof of the semiconvexity of Ṽ . The proof
is similar to the proof of [28], Theorem 7.8, where in that case all the lm1 , lm2 and αm

were zero. For completeness, we provide the proof in our case here.
Let J̃ : IRn × [0,∞)×D∞ ×W → IR be given by

(5.1) J̃(x, T, µ, w)
.
=

∫ T

0

Lµt(ξt)−
γ2

2
|wt|2 dt.

Fix any x, η ∈ IRn with |η| = 1 and any δ > 0. Let ε > 0, and let µε ∈ D∞, wε ∈ W
and T ε be ε–optimal for Ṽ (x). Let ξδ, ξ0, ξ−δ be solutions of dynamics (2.10), with
initial conditions ξδ0 = x+ δη, ξ0

0 = x and ξ−δ0 = x− δη, respectively, where the inputs
are µε and wε for all three processes. Then,

Ṽ (x− δη)− 2Ṽ (x) + Ṽ (x+ δη)

≥ J̃(x− δη, T ε, wε, µε)− 2J̃(x, T ε, wε, µε) + J̃(x+ δη, T ε, wε, µε)− 2ε.(5.2)

Also note that

(5.3) ξ̇δ − ξ̇0 = Aµ
ε
t [ξδ − ξ0] and ξ̇0 − ξ̇−δ = Aµ

ε
t [ξ0 − ξ−δ].

Then, letting ∆+
t
.
= ξδt − ξ0

t , one also has ξ0
t − ξ−δt = ∆+

t . Using this in (5.2), along
with (2.8),(2.9), one finds

Ṽ (x− δη)− 2Ṽ (x) + Ṽ (x+ δη)

≥ 1
2

∫ Tε

0

[
(ξδt )′Dµεt ξδt − 2(ξ0

t )′Dµεt ξ0
t + (ξ−δt )′Dµεt ξ−δt

]
dt− 2ε

≥
∫ Tε

0

(∆+
t )′Dµεt∆+

t dt− 2ε.(5.4)

Also, by (5.3) one has ∆̇+
t = Aµ

ε
t∆+

t , and using Assumption (A.m), this yields
d
dt |∆

+
t |2 = 2(∆+

t )′Aµ
ε
t∆+

t ≥ −2cA|∆+
t |2. This implies

(5.5) |∆+
t |2 ≥ e−2cAtδ2 ∀ t ≥ 0.
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Also, by the symmetry of the Dm (from Assumption (A.m) ) and finiteness of M,
there exists λD > −∞ such that λD ≤ λmi for all eigenvalues λmi of each Dm. Then,
by (5.4) and (5.5)

Ṽ (x− δη)− 2Ṽ (x) + Ṽ (x+ δη)≥
∫ Tε

0

λD|∆+
t |2 dt− 2ε ≥ λD

2cA
δ2 − 2ε.

Because ε > 0 and |η| = 1 were arbitrary, one obtains the result.

Secondly, we provide a proof of Theorem 2.4.

Proof. Consider the finite time-horizon problem

(5.6) Ṽ f (x, T )
.
= sup
µ∈D∞

sup
w∈W

J̃(x, T, µ, w),

where J̃ is given by (5.1). Noting that maxm∈M Lm(x) ≥ L1(x) ≥ 0 for all x, one

easily sees that Ṽ f is monotonically increasing in T , and so 0 ≤ Ṽ f (x, T ) ≤ Ṽ (x).
Combining this with [25], Theorem 4.1 yields

(5.7) 0 ≤ Ṽ f (x, T ) ≤ Ṽ (x) ≤ V̂ (x) ∀x ∈ IRn,

which is the second assertion of Theorem 2.4.
The proof of the first assertion of Theorem 2.4, i.e., that Ṽ is a continuous viscosity

solution of (1.1), is rather standard. The existence of both an L2 control and a
discrete-valued control, move it slightly out of the space of proved results. There
are likely multiple ways to extend existing results to cover this case. We sketch
one approach, based on a similar proof appearing in [28], [30]. In particular, we
demonstrate the continuity in a fair amount of detail. From that point onward, the
proof is extremely standard, and in the interests of space, we do not provide details.

Let T <∞, x ∈ IRn and ε ∈ (0, 1]. Let µε, wε be ε–optimal for problem Ṽ f (x, T ),
and let the resulting solution of the dynamics given in (2.10), be denoted by ξε. For
t ∈ [0, T ], one has

|ξεt − x|≤
∫ t

0

|Aµ
ε
r ||ξεr |+ |l

µεr
2 |+ |σµ

ε
r ||wεr | dr,

which upon letting dA
.
= maxm∈M |Am| and dl,2

.
= maxm∈M |lm2 |,

≤ dA
∫ t

0

|ξεr − x| dr + (dA|x|+ dl,2)t+ dσ

∫ t

0

|wεr | dr

≤ dA
∫ t

0

|ξεr − x| dr + (dA|x|+ dl,2)t+ dσ‖w‖L2(0,∞)

√
t.

Employing Gronwall’s inequality, one obtains

|ξεt − x| ≤(dA|x|+ dl,2)t+ dσ‖wε‖L2(0,∞)

√
t

+dAe
dAt

[
(dA|x|+ dl,2)

t2

2
+

2dσ
3
‖wε‖L2(0,∞)t

3/2

]
.(5.8)

Employing Assumption (A.m) to eliminate the w-dependence of the right-hand side
yields

|ξεt − x|≤ (dA|x|+ dl,2)t+ dσc1(1 + |x|)
√
t

+dAe
dAt

[
(dA|x|+ dl,2)

t2

2
+

2dσc1
3

(1 + |x|)t3/2
]

≤ C1(1 + |x|)
√
t ∀ t ∈ [0, 1],(5.9)
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for proper choice of C1 <∞.
Next suppose y ∈ IRn, and let ζ denote the solution of dynamics given in (2.10),

driven by the same µε, wε as above, but with initial condition ζ0 = y. One immediately
sees that

d

dt
|ξεt − ηt|2 = (ξεt − ζt)′Aµ

ε
t (ξεt − ζt) ≤ −cA|ξεt − ηt|2.

Integrating, one has

|ξεt − ζt|2 ≤ e−cAt|x− y|2 ∀ t ∈ [0,∞) ∀ t ∈ [0,∞),

which obviously implies

(5.10) |ξεt − ζt| ≤ e−cAt/2|x− y| ∀ t ∈ [0,∞).

Next, note that by [25], Lemma 4.3,

|ξεt |2 ≤ |x|2 +
2

c2A
d2
l,2t+

2d̄2
σ

cA
‖wε‖2L2(0,∞) ∀ t ∈ [0,∞),

where d̄σ
.
= maxm∈M |σm|. Using Assumption (A.m), this implies

(5.11) |ξεt | ≤ C2(1 + |x|)(1 +
√
t) ∀ t ∈ [0,∞),

for proper choice of C2 <∞. Combining (5.10) and (5.11), one has

(5.12) |ζt| ≤ C3(1 + |x|+ |y|)(1 +
√
t) ∀ t ∈ [0,∞),

for proper choice of C3 <∞.
We have

Ṽ f (x, T )− Ṽ (y, T )≤ J̃(x, T, µε, wε)− J̃(y, T, µε, wε) + ε

=

∫ T

0

1
2

[
(ξεt )

′Dµεt ξεt − ζ ′tDµεt ζt

]
+ l

µεt
1 · (ξεt − ζt) dt

≤
∫ T

0

d̄D(|ξεt |+ |ζt|)|ξεt − ζt|+ dl,1|ξεt − ζt| dt.(5.13)

where d̄D
.
= maxm∈M |Dm|. Substituting (5.10)–(5.12) into (5.13), one finds that for

proper choice of C4 <∞,

Ṽ f (x, T )− Ṽ (y, T ) ≤ C4(1 + |x|+ |y|)|x− y|,

for all T ∈ [0,∞) and all x, y ∈ IRn. By symmetry, we have

(5.14) |Ṽ f (x, T )− Ṽ (y, T )| ≤ C4(1 + |x|+ |y|)|x− y|,

for all T ∈ [0,∞) and all x, y ∈ IRn. This is the first part of our continuity proof;
next we turn to continuity in T .

Let x ∈ IRn and 0 ≤ T ≤ T + τ < ∞. Let µε, wε be ε–optimal for problem
Ṽ f (x, T + τ). Recalling from the top of the proof that Ṽ f (x, ·) is monotonically
increasing, one has

(5.15) Ṽ f (x, T + τ)− Ṽ f (x, T ) ≥ 0.
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On the other hand,

Ṽ f (x, T + τ)− Ṽ f (x, T )≤
∫ T+τ

T

Lµ
ε
t (ξεt ) dt+ ε

≤
∫ T+τ

T

1
2dD|ξ

ε
t |2 + dl,1|ξεt |+ dα dt

where dl,1
.
= maxm∈M |lm1 | and dα

.
= maxm∈M |αm|. By (5.11), this implies

Ṽ f (x, T + τ)− Ṽ f (x, T )≤
∫ T+τ

T

[
dDC

2
2 (1 + |x|)2(1 + t)

+dl,1C2(1 + |x|)(1 +
√
t) + dα

]
dt,

which for proper choice of C5 <∞ (independent of x ∈ IRn and T ∈ [0,∞) ),
≤ C5(1 + |x|2)(1 + T )τ,(5.16)

for all T, τ ∈ [0,∞ and x ∈ IRn.

Combining (5.14), (5.15) and (5.16), we see that Ṽ f is locally Lipschitz continuous
over IRn × [0,∞). Further, the Lipschitz continuity constant for the space variable
variation is independent of T ∈ [0,∞). The remaining tasks are straight-forward
modifications of existing proofs. First, note that by a proof similar to that for [28],

Theorem 3.11, Ṽ f is a viscosity solution of

0 = VT − H̃(x,∇V ), x ∈ IRn, T > 0,

V (0, x) = 0 x ∈ IRn.

Further, Ṽ f is monotonically increasing and bonded above by Ṽ . With a proof similar
to that of [28], Theorem 3.20, one finally finds that Ṽ is a continuous viscosity solution
of (1.1).

Lastly, we provide a proof of Lemma 2.5. The proof of the lemma is conceptually
equivalent to the combined proofs of [28] Lemma 3.10 and Theorem 3.17, but with
zero terminal cost. For completeness, the following proof is provided.

Proof. Let

QT
.
=

∫ T

0

α|ξt|2 dt,

which by Assumption (A.V ),

≥
∫ T

0

L(ξt) dt.(5.17)

We have

Q̇T = α|ξT |2 = α
[
|x|2 + 2

∫ T

0

ξ′tg(ξt) + ξ′tσ(ξt)wt dt
]
,

which by Assumption (A.V ),

≤ α
[
|x|2 − 2c

∫ T

0

|ξt|2 dt+

∫ T

0

dσ|ξt||wt| dt
]

≤ α
[
|x|2 − c

∫ T

0

|ξt|2 dt+
d2
σ

c

∫ T

0

|wt|2 dt
]

= −cQT + α|x|2 +
αd2

σ

c

∫ T

0

|wt|2 dt.
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Integrating this, one obtains

QT ≤
α

c
|x|2(1− e−cT ) +

αd2
σ

c

∫ T

0

ec(t−T )

∫ t

0

|wr|2 dr dt.

Applying integration by parts on the last term, with a little work one finds

(5.18) QT ≤
α

c
|x|2 +

αd2
σ

c2

∫ T

0

|wt|2 dt.

Combining (5.17) and (5.18), one sees∫ T

0

L(ξt)−
γ2

2
|wt|2 dt≤

α

c
|x|2 +

(αd2
σ

c2
− γ2

2

)∫ T

0

|wt|2 dt,

which, recalling (2.13),

=
α

c
|x|2 − δ̄

2

∫ T

0

|wt|2 dt,(5.19)

where, by Assumption (A.V ), δ̄ > 0. Note that by taking wt = 0 for all t ∈ [0, T ], one
sees W (x, T ) ≥ 0. Therefore, for ε–optimal wε,

(5.20)

∫ T

0

L(ξt)−
γ2

2
|wεt |2 dt ≥ −ε.

Combining (5.19) and (5.20), one sees that for ε–optimal wε,

(5.21) 1
2‖w

ε‖2L2(0,T ) ≤
ε

δ̄
+
α

δ̄c
|x|2,

which is the first asserted bound.
We now turn to the bound on

∫ T
0
|ξεt |2 dt. This bound is obtained in the same

manner as the bound in [28] Theorem 3.17, with mainly a change in the bound on
1
2‖w

ε‖2L2(0,T ), which is used in the proof of the bound on
∫ T

0
|ξεt |2 dt. Because of this

similarity, as well as a similarity to the above bound on QT , we provide only a rather

terse proof. Let RT
.
=
∫ T

0
|ξεt |2 dt. Proceeding in a similar manner to that above for

QT , one finds

ṘT = |x|2 + 2

∫ T

0

(ξεt )
′g(ξεt ) + (ξεt )

′σ(ξεt )w
ε
t dt,

which upon applying Assumption (A.V ), and employing standard techniques,

≤ −cRT + |x|2 +
d2
σ

c

∫ T

0

|wεt |2 dt.

Integrating this, and applying integration by parts as above, one obtains

RT ≤
1

c
|x|2 +

d2
σ

c

∫ T

0

|wεt |2 dt.

Employing (5.21) in this yields

RT ≤
2d2
σε

δ̄c
+
[1

c
+

2d2
σα

δ̄c2

]
|x|2,

which is the second assertion.
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Appendix B.. Conditions implying Assumption (A.m).: Suppose all of
Assumption Block (A.m) with the exception of the last assumption there. Assume
further, that

lm2 = 0 ∀m ∈M, and γ2/(2d̄2
σ) > α/c2A, (A.B)

where d̄σ
.
= maxm∈M |σm|. We prove that these specific conditions are sufficient

such that the last assumption in Assumption Block (A.m) holds. We proceed very
similarly to the proof of Lemma 2.5 just above, and so the steps are mainly only
sketched.Taking p = 0 in Assumption (A.c) implies Lm(x) ≤ L(x) for all x ∈ IRn and
m ∈M. Combining this with Assumption (A.V ) yields

(5.22) Lm(x) ≤ α|x|2 ∀x ∈ IRn, ∀m ∈M.

Fix x ∈ IRn, and let the dynamics be driven by ε–optimal µε, wε. Let QT
.
=∫ T

0
α|ξεt |2 dt, and note that by (5.22),

(5.23) QT ≥
∫ T

0

Lµ
ε
t (ξεt ) dt ∀T ∈ [0,∞).

One finds

Q̇T = α|x|2 + 2α

∫ T

0

(ξεt )
′(Aµ

ε
t ξεt + l

µεt
2 + σµ

ε
twεt ) dt,

which, using the assumptions,

= α|x|2 + 2α

∫ T

0

(ξεt )
′(Aµ

ε
t ξεt + σµ

ε
twεt ) dt

≤ −cAQT + α|x|2 +
αd̄2

σ

cA

∫ T

0

|wεt |2 dt.

Solving this differential inequality, and using integration by parts, one obtains

(5.24) QT ≤
α

cA
|x|2 +

αd̄2
σ

c2A

∫ T

0

|wεt |2 dt.

By (5.23) and (5.24), one has

(5.25)

∫ T

0

Lµ
ε
t (ξεt )−

γ2

2

∫ T

0

|wεt |2 dt ≤
α

cA
|x|2 +

[
αd̄2

σ

c2A
− γ2

2

] ∫ T

0

|wεt |2 dt.

Now, by Assumption (A.m) (excluding the last component, of course), with w0 ≡ 0

and any µ, one has
∫ T

0
Lµt(ξt) − γ2

2

∫ T
0
|w0
t |2 dt ≥ 0, and consequently, for ε–optimal

controls, one has

(5.26)

∫ T

0

Lµ
ε
t (ξεt )−

γ2

2

∫ T

0

|wεt |2 dt ≥ −ε.

Combining (5.25), (5.26) and Assumption (A.B), and taking ε ∈ (0, 1] one obtains
the last component of Assumption (A.m).

21



REFERENCES

[1] M. Akian, S. Gaubert and A. Lakhoua, The max-plus finite element method for solving de-
terministic optimal control problems: basic properties and convergence analysis, SIAM J.
Control and Optim., 47 (2008), 817–848.

[2] M. Akian, S. Gaubert and A. Lakhoua, A max-plus finite element method for solving finite
horizon determinsitic optimal control problems, Proc. 16th International Symposium on
Mathematical Theory of Networks and Systems (MTNS), 2004.

[3] J.P. Aubin and A. Cellina, Differential Inclusions, Springer-Verlag, New York, 1984.
[4] F.L. Baccelli, G. Cohen, G.J. Olsder and J.-P. Quadrat, Synchronization and Linearity, John

Wiley, 1992.
[5] G. Barles and E.R. Jakobsen, Error bounds for monotone approximation schemes for Hamilton-

Jacobi-Bellman equations, SIAM J. Numer. Anal., 43 (2005), 540–558.
[6] M. Bardi and I. Capuzzo-Dolcetta, Optimal Control and Viscosity Solutions of Hamilton-

Jacobi-Bellman Equations, Birkhauser, Boston, 1997.
[7] E. Carlini, M. Falcone and R. Ferretti, An Efficient algorithm for Hamilton-Jacobi equations

in high dimensions, Computing and Visualization Sci., 7 (2004), 15–29.
[8] F.H. Clarke, Optimization and Nonsmooth Analysis, John Wiley, 1983.
[9] G. Cohen, S. Gaubert and J.-P. Quadrat, Duality and separation theorems in idempotent

semimodules, Linear Algebra and Applications, 379 (2004), 395–422.
[10] M. G. Crandall, H. Ishii and P.-L. Lions, Uniqueness of viscosity solutions of Hamilton–Jacobi

equations revisited, J. Math. Society Japan, 39 (1987), 581–595.
[11] M. G. Crandall and P.-L. Lions, Viscosity solutions of Hamilton–Jacobi equations, Trans. of

the Amer. Math. Soc., 277 (1983), 1–42.
[12] R.A. Cuninghame-Green, Minimax Algebra, Lecture Notes in Economics and Mathematical

Systems 166, Springer-Verlag, New York, 1979.
[13] P. Dupuis and M. Boué, Markov chain approximations for deterministic control problems with

affine dynamics and quadratic cost in the control, SIAM J. on Numerical Analysis, 36
(1999), 667–695.

[14] P. Dupuis and A. Szpiro, Second order numerical methods for first order Hamilton-Jacobi
equations, SIAM J. on Num. Analysis, 40 (2002), 113–118.

[15] M. Falcone and R. Ferretti, Convergence analysis for a class of high-order semi-lagrangian
advection schemes, SIAM J. Num. Analysis, 35 (1998), 909–940.

[16] W.H. Fleming, Functions of Several Variables, Springer-Verlag, New York, 1977.
[17] W.H. Fleming, Max-plus stochastic processes, Applied Math. and Optim., 49 (2004), 159–181.
[18] W.H. Fleming and W.M. McEneaney, A max-plus based algorithm for an HJB equation of

nonlinear filtering, SIAM J. Control and Optim., 38 (2000), 683–710.
[19] W.H. Fleming and H.M. Soner, Controlled Markov Process and Viscosity Solutions, 2nd Ed.,

Springer-Verlag, New York, 2006.
[20] J.W. Helton and M.R. James, Extending H∞ Control to Nonlinear Systems, Control of Nonlin-

ear Systems to Achieve Performance Objectives, Advances in Design and Control, SIAM,
Philadelphia, 1999.

[21] E.R. Jakobsen and K.H. Karlsen, Convergence rates for semi-discrete splitting approximations
for degenerate parabolic equations with source terms, BIT Numerical Math., 45 (2005),
37–67.

[22] V.N. Kolokoltsov and V.P. Maslov, Idempotent Analysis and Its Applications, Kluwer, Dor-
drecht, 1997.

[23] G.L. Litvinov, V.P. Maslov and G.B. Shpiz, Idempotent functional analysis: An algebraic
approach, Mathematical Notes, 69 (2001), 696–729.

[24] W.M. McEneaney, A. Deshpande and S. Gaubert, Curse-of-complexity attenuation in the
curse-of-dimensionality-free method for HJB PDEs, Proc. ACC 2008.

[25] W.M. McEneaney, Convergence rate for a curse-of-dimensionality-free method for HJB PDEs
represented as maxima of quadratic forms, SIAM J. Control and Optim.,48 (2009), 2651–
2685.

[26] W.M. McEneaney and L.J. Kluberg, Convergence rate for a curse-of-dimensionality-free
method for a class of HJB PDEs, SIAM J. Control and Optim., 48 (2009), 3052–3079

[27] W.M. McEneaney, A curse-of-dimensionality-free numerical method for solution of certain
HJB PDEs, SIAM J. on Control and Optim., 46 (2007), 1239–1276.

[28] W.M. McEneaney, Max-Plus Methods for Nonlinear Control and Estimation, Birkhauser Sys-
tems and Control Series, Boston, 2006.

[29] W.M. McEneaney and P.M. Dower, A max-plus affine power method for approximation of a
class of mixed l∞/l2 value functions, Proc. 42nd IEEE Conf. on Dec. and Control, Maui

22



(2003), 2573–2578.
[30] W.M. McEneaney, A Uniqueness result for the Isaacs equation corresponding to nonlinear

H∞ control, Math. Controls, Signals and Systems, 11 (1998), 303–334.
[31] R.T. Rockafellar and R.J. Wets, Variational Analysis, Springer-Verlag, New York, 1997.
[32] P. Soravia, H∞ control of nonlinear systems: differential games and viscosity solutions, SIAM

J. Control and Optim., 34 (1996), 1071–1097.
[33] W.P. Ziemer, Weakly Differentiable Functions, Springer-Verlag, 1989.

23


