
MAE 288A
Assignment 2

Due 9pm, 7 May

Problems to hand in. (Not all problems may be graded.)

All work and explanations must be included for full credit.

In the case of problems where code was used, include the code.

We can only grade matlab and python.

More problems will likely be added to the assignment.

1. (8) Suppose we have a graph with nodes G = {1, 2, . . . n}. Suppose
edges exist between every pair of nodes, i.e., the set of edges is E =
{(x, y) |x, y ∈ G}. How many paths of length K are there? That is,
how many paths of the form {(x0, x1), (x1, x2), . . . (xK−1, xK)} where
each xk ∈ G are there? (It’s fine if a path passes through the same
node multiple times, where that includes cases such that xk = xk+1.)
Suppose we assign costs, c(x, y) to every edge, and a terminal cost, φ(x)
to every node. Consider the backward DP algorithm given by setting
V (K, x) = φ(x) for all x ∈ G, and then, for each k = K−1, K−2, . . . 0,
computing

V (k, x) = min
y∈G

{
c(x, y) + V (k + 1, y)

}
∀x ∈ G.

How many times is a minimum computed by this DP in order to finally
obtain V (0, ·)? In contrast, indicate how many such operations would
be required by an admittedly foolish brute force enumeration of all
possible paths, followed by a minimization over each of their total costs?
For concreteness, suppose that a minimum over M real numbers is
obtained by performing a minimum operation on two real numbers
M − 1 times.

2. (10) Complete the second half of the proof of the finite time-horizon dy-
namic programming principle theorem given in class. You may assume
the existence of an optimal controller (rather than using ε-optimal con-
trols) to make it a bit easier if you like. Hint: In that case, one method
is as follows. Consider an optimal control for the entire period, ]s, T [ .
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Then break the resulting costs for that entire period into the sum of the
costs over the set of times ]s, t− 1[ and the sum of the costs over the
set of times ]t, T [ . The cost over the times ]t, T [ with this controller
and any ξt is certainly higher than V (t, ξt).

3. (10) Consider the finite time-horizon stochastic control problem with
dynamics and initial condition

ξt+1 = Aξt +But + b+ wt, ξs = x ∈ Rn,

and payoff

J(t0, x;u·) = E

{
T−1∑
t=s

[
1
2
ξTt Cξt + 1

2
fuTt Dut

]
+ 1

2
ξTTFξT

}
,

and where the control, u·, seeks to minimize the payoff. Let the value
function be denoted by V (t, x) for all t ∈ ]s, s + 1, . . . , T [ and x ∈ Rn.
Let the control take values in Rn, and let the noise process consist
of independent, identically distributed, normal random variables (tak-
ing values in Rn) with mean zero and covariance matrix Qw. Sup-
pose V (t, x) takes the form V (t, x) = 1

2
(x− x̄t)TRt(x− x̄t) + rt for all

t, x. Using the finite time-horizon dynamic programming equation, find
backward recursions for Rt, x̄t, and rt. Assume that A,B, b, C,D, F
are appropriately dimensioned vectors, matrices and/or scalars. You
may assume C,D, F are positive-definite, symmetric, and that where
inverses are needed the relevant matrices are nonsingular. Note: Some
people find it helpful to expand the V form as

V (t, x) = 1
2
(x− x̄t)TRt(x− x̄t) + rt

= 1
2
xTRtx− 1

2
xTRtx̄t − 1

2
x̄Tt Rtx+

[
1
2
x̄Tt Rtx̄t + rt

]
when attempting to match the quadratic, linear and zeroth-order coef-
ficients.

4. (5) Consider the special case given by

A =

[
0 −1
3 0

]
, B =

[
0
2

]
, b =

[
0
1

]
, Qw =

[
2 0
0 1

]

C =

[
3 0
0 2

]
, D = 2, F =

[
4 0
0 4

]
.
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Let T = 10 and s = 0. Find V (t, x) and the optimal feedback control
for t ∈ ]s, T − 1[

.
= {0, 1, . . . 10}.

5. (2) Let R− .
= R ∪ {−∞}. Let C̃(Rn;R−) denote the space of convex

functions on Rn taking values in R−. Let f, g ∈ C̃(Rn;R−). Let h(x)
.
=

f(x) + g(x) for all x ∈ Rn. Prove that h ∈ C̃.
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