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A B S T R A C T

Thermal to electrical energy conversion, through thermoelectric and thermionic materials, has been

proposed to be much more efficient in lower dimensional materials at the nanoscale. In this paper, we

review the underlying materials physics of nanostructured thermoelectrics which gives rise to such

enhanced efficiency. We first study the basic phenomenology of the contributing terms to the power

factor in the thermoelectric figure of merit, i.e., the Seebeck coefficient (S) and the electrical conductivity

(s), which are analyzed through the Boltzmann transport formalism and then thoroughly compared to

recent experiments in nanostructures. Additional factors, hitherto not given much consideration, such as

carrier scattering time approximations vis-à-vis dimensionality and the density of states (DOS) are also

studied. Through such a study, we postulate that it is the sheer magnitude and not the specific shape of

the DOS that is important in enhancing the thermoelectric power factor. We then see that most of the

understood increase in the figure of merit of nanostructured thermoelectrics has been accomplished

through a drastic reduction of the lattice thermal conductivity (kL)—by two orders of magnitude from the

bulk values through the introduction of scattering at different length scales. Such a reduction has

provided a large impetus for the use of nanostructures and will be reviewed. We next consider solid state

implementations of thermionic structures, which seem to be converging towards thermoelectric devices

and hence can be described by a similar figure of merit. Approaches for energy filtering and further

increasing efficiencies are also described.

� 2009 Elsevier B.V. All rights reserved.
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Fig. 1. Thermoelectric materials can be put to use in various energy conversion

applications, encompassing ten orders of magnitude in power, as illustrated above.
1. Introduction

The problem of waste heat recovery, e.g., from transportation
vehicles and oil refineries along with heat dissipation, e.g., in
microelectronics – where leakage currents in transistors exponen-
tially increase with temperature, is of considerable relevance to
energy generation and conservation. Thermoelectric materials can
be used to convert heat to electricity, through the Seebeck effect (say,
in thermocouples) or can be used for cooling or refrigeration through
the converse Peltier effect (say, for picnic coolers). While the basic
principles underlying these processes are well known, the use of
these materials is not very widespread due to low efficiency.
However, we could be at the threshold of drastic improvement.
Theoretical calculations and laboratory demonstrations over the
past few years suggest that size effects in nanostructures such as
quantum wells, nanowires, and quantum dots, significantly increase
the efficiency and figures of merit of thermoelectric materials. If
nanostructured thermoelectrics could be practically implemented,
such an approach could be of wide practical import. For example,
mechanical cycle-based systems could be replaced by solid state
based thermoelectric structures with advantages such as compo-
nents with no moving parts along with a rapid response time.
Moreover, the latter technologies are form-factor adaptable. A brief
glimpse of the possibilities is illustrated in Fig. 1.

1.1. The figure of merit

In the most basic form, as practically implemented for energy
conversion – see Fig. 2(a) – a thermoelectric device consists of an
element placed between a heat source, e.g., corresponding to waste
heat generation and the ambient (heat sink). The transfer of heat
from the source to the sink is either through the motion of the
carriers (electrons/holes) or through the lattice (through collective
lattice vibration modes/phonons). The carrier transport results in a
development of a potential difference – the Seebeck voltage (DV).
The thermopower/Seebeck coefficient S is then the ratio of DV to
the temperature difference (DT). It is noted that the DV and S could
arise from at least three sources [1], which includes contributions
from (1) the work function difference between the contact and the
thermoelectric, Sf (2) the diffusive current of the carriers, Sd, and
(3) the action of the carriers on the phonons, the phonon drag

component, Sph i.e., S = Sf + Sd + Sph. Typically, Sd is the most
dominant component, of practical interest, for thermoelectrics and
will be extensively discussed in Section 2. While Sph has
traditionally been considered at low temperatures [2,3] and due
the presence of impurities [2], recent studies in silicon nanowires
[4] have interpreted increased values through an increased Sph

(Section 3.5) While Sf could be important and is considered in
thermionic applications, the detailed effects are still being
extensively investigated. As the diffusive effect usually predomi-
nates, in the paper, Sd will often be referred to as S in the paper.

However, the efficiency of a thermoelectric device depends on
more than just S. Consideration of electrical and heat current in a
typical device, as shown in Fig. 2, reveals that both the power
generation efficiency and the refrigeration’s coefficient of



Fig. 2. Basic thermoelectric device for (a) heat-to-electrical energy conversion, and (b) heat pumping. The couple is comprised of p- and n-type semiconductors. In practice,

many such elements are chained in series to yield desired power levels.
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performance (COP) increases with a, temperature dependent,
material’s dimensionless thermoelectric figure of merit [5] defined
as

ZT ¼ S2s
k

T; (1)

where T is the average temperature of the hot and cold sides, and s
and k are the electrical and thermal conductivity of the material. It
is to be noted that k is the direct sum of the contributions from both
the carriers (ke) and the lattice (kL). From this, it is clear that a large
jSj and s is desirable along a small k. Indeed, a large majority of the
understood increase in the figure of merit, ZT, of nanostructured
thermoelectrics has been facilitated through a decreased kL.
Common thermoelectric materials used today, e.g., bulk Bi2Te3,
PbTe, SiGe etc., generally have a ZT � 1 which corresponds to�10%
efficiency of heat to energy conversion, with a heat source at
�525 K and a heat sink at room temperature, �300 K. We will see
how the advent of nanotechnology along with better materials
fabrication tools have shown promise of greatly increasing the ZT.

An alternative to the use of thermoelectric materials, for cooling
applications, utilizes thermionic effects that are typified in vacuum
diode-based devices [6]. In a vacuum diode, the emission of
electrons from the cathode to an anode (Fig. 3) can result in a
concurrent cooling of the cathode. Such an idea was proposed by
Ioffe [5] as a means to reduce the effects of carrier scattering (which
reduces the mobility) and lattice thermal conduction (which
detracts from heat transfer through carriers) in solid state
materials. Ioffe surmised that an electrical energy generator could
be obtained from a system comprised of ‘‘a number of plates kept
Fig. 3. The principles of thermionic refrigeration. The material at the left (cathode) is

cooled through electron emission over a potential barrier (eFC) – constituted by the

interface between the metal and vacuum/semiconductor material – into the anode.

An applied potential (eV) compensates for the increased temperature of the anode.
at a high temperature T1 and separated by vacuum from another
set of plates maintained at a lower temperature T2’’. For a
temperature difference, T1 � T2 > 200 8C, the difference of the
kinetic energies could be used for creating an electric potential
difference. Such ideas can be translated to both energy conversion

and refrigeration.

While the originally proposed vacuum based thermionic
devices had the advantages of low parasitic heat transport, major
difficulties in fabrication and poor performance have precluded
their large scale implementation. Consequently, solid state
implementations where the vacuum has been replaced by a solid
state barrier material are currently in vogue. It will be seen that
when the barrier layer thickness is of the order of a mean free path,
thermionic device efficiencies can also be understood in terms of
the thermoelectric figure of merit �ZT.

1.2. Scope of the article

In this article, we aim to understand the unifying principles that
are relevant to nanostructures in various forms, instead of a more
exhaustive survey for which the reader could consult the CRC
Handbook on Thermoelectrics [7]. Additionally, for a compilation
of the variety of materials that have been suggested for possible
use as thermoelectrics, the reviews by Wood [1] and Mahan [8] are
excellent resources. In this review, we mainly consider the
fundamental ideas along with commonly accepted metrics of
efficiency for thermoelectric and the closely associated thermionic

devices, and apply them to their nanostructured forms. For the
metrics, we closely follow accepted convention in extant literature,
e.g., most of the scientific work in thermoelectric seems to pertain
to the methodology of increase of the figure of merit (ZT), while
thermionics seems to be oriented towards devices, and more
closely allied to the overall energy conversion efficiency.

It is then pertinent, in considering the possible improvements
or novel features in nanostructured devices, to understand the
basic phenomenology which has been described for three-
dimensional bulk structures. This includes a comprehension of
fundamental aspects such as carrier band structure and the
relevant derivatives such as the Seebeck coefficient, the electrical
conductivity, and the electronic contribution to the thermal
conductivity. We then adapt such basics to lower dimensional
structures, such as thin films/superlattices and nanowires where
important conclusions on the influence of the carrier concentration
and its implications will be drawn.

In reviewing the improvements of the figure of merit (ZT) for
nanostructured thermoelectrics, it is seen that a large majority of
the understood increase is through a decreased contribution of the
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lattice thermal conductivity, kL. A decreased kL improves the
thermoelectric performance by minimizing parasitic heat trans-
port along the device and consequently permitting more efficient
conversion of heat to electricity, predominantly through electronic
carrier mediated transport. On the other hand, the electronic
contribution to the thermal conductivity, ke is considered to be
proportional to the electrical conductivity, through the Wiede-
mann–Franz law and hence immutable (exceptions due to
temperatures [9], and nanostructuring [10] are noted in Section
2.3) Consequently, it will be seen how kL has been regarded as
amenable to be tailored at different length scales, ranging from
atomic placement in crystal structures to interfaces and surfaces.
This part of the review will consider and interpret some of the
fundamental principles involving the reduction of kL. Additionally,
we will seek to understand recent experimental manifestations,
e.g., through nanostructured bulk (‘‘nano-bulk’’) alloys [11],
phonon blocking/electron – transmitting thin film superlattices
[12], and sub-100 nm nanowires [13].

Subsequently, we consider theoretical and experimental details
concerning carrier emission and transport under the topic of
thermionic devices. The article will conclude with examining the
prospects and an evaluation of the promise of nanostructured
thermoelectrics.

1.3. The promise of nanostructures

While the thermoelectric effects were first discovered in metals,
the larger magnitude of the effects in semiconductors facilitated
their practical application and use since the 1950s. Initially, there
were not many ways, e.g., in addition to doping, that were available
to manipulate the intrinsic ZT of a given semiconductor material
composition. From a practical perspective, the use of nanostructures
provides a method for tuning the ZT through new methods such as
quantum confinement, modulation doping, and the increased
influence of interfaces and surfaces peculiar to such scales and
dimensions. It has been found recently that dimensional restriction
can lead to a much enhanced efficiency over traditionally used bulk
thermoelectrics. Experiments, performed over the last decade, on
these structures have shown a steadily increasing ZT.

Correspondingly, while the ZT of commercial, bulk, thermo-
electrics such as Bi2Te3, PbTe and SiGe alloys hovered�1 for a long
time, theoretical predictions [14] in the mid-90s coupled with
exciting theoretical and experimental results in compound
semiconductor quantum wells [15] and superlattice [12] struc-
tures, Si nanowires [4,13], quantum dot [16] and other nanos-
tructure [11,17] incorporated thermoelectrics have indicated the
promise of a higher ZT and energy conversion efficiency. A better
appreciation of the influences of the nanoscale, as manifested in
nanostructures will be obtained through a re-examination of the
fundamental aspects.

2. Electrical transport in thermoelectric materials

In this section, the electron transport coefficients relevant to
thermoelectric material, namely the diffusive Seebeck coefficient
(S), the electrical conductivity (s), and the electronic thermal
conductivity (ke), are explained through expressions derived from
the Boltzmann transport equation (BTE). The discussion will entail
the physical origin of each transport coefficient, their evolution with
respect to temperature, carrier concentration, and change in device
structure (e.g., from bulk to quantum well), and their inter-
relationship. With this understanding, the optimal conditions under
which the power factor (S2s) is maximized in a material is found, and
various methods for further enhancement of the power factor via
electron confinement effects are elaborated. Relevant experiments
in quantum well superlattices and nanowires are then reviewed.
2.1. Boltzmann transport equation

The electron transport coefficients can be derived from the
solution to the BTE. The formal expression for the BTE [18] is

d f

dt

� �
sc

¼ d f

dt
þ dk

dt
rk f þ dr

dt
rr f ; (2)

where t is time, k and r are the wave and position vectors of
electrons, and f is the non-equilibrium distribution function. The
BTE describes the evolution of particles in a system under a
perturbation which redistributes the particles’ momentum and
position. For electrons, such perturbations can arise from the force
exerted by an electric field (e) or the temperature gradient (say,
along the x-direction) through (dk/dt) = (�ee/£), where �e is the
unit charge of electrons, and5rf = (@f/@T)(dT/dx), respectively. We
wish to solve the BTE for f, which often requires the relaxation time

ansatz, where electrons are said to equilibrate through effect of
random scattering (hence the subscript ‘‘sc’’ for the left hand term)
within a relaxation time (t), i.e., (df/dt)sc = �(f � f0)/t. The solution
is then stated in term of the equilibrium distribution function (f0).

At equilibrium, electron distribution follows the Fermi–Dirac
statistics through:

f 0ðEÞ ¼
1

expððE� EFÞ=kBTÞ þ 1
; (3)

where E is the electron’s energy level, EF is the ‘‘Fermi energy’’, and
kB is the Boltzmann constant. To be precise, the Fermi–Dirac
function should be described in term of the chemical potential
[18], but we shall insist on using the Fermi energy, which may also
be called the Fermi potential or the Fermi level. If the electron
concentration is low, its equilibrium distribution may also be
approximated by the Maxwell–Boltzmann function, which
leads to a much simpler mathematical treatment [19]. However,
obtaining accurate results for thermoelectric materials inevitably
requires the use of Fermi–Dirac statistics. Then, the first-
order, steady state ((df/dt) = 0) solution to the BTE may now be
written as

f ðEÞ � f 0ðEÞ ¼ �tðEÞvðEÞ d f 0

dE
� ee� E� EF

T

� �
dT

dx

� �
(4)

Subsequently, Eq. (4) is used to determine the magnitude of charge
and heat current density (J and Q, respectively)

J� �nev ¼ � e

Z þ1
�1

gðEÞvðEÞ½ f ðEÞ � f 0ðEÞ�dE (5)

Q �nðE� EFÞv ¼
Z þ1
�1

gðEÞðE� EFÞvðEÞ½ f ðEÞ � f 0ðEÞ�dE; (6)

where n is the carrier concentration, v is the carrier velocity, and
g(E) is the material’s density of states (DOS). Note that while an
electron always carries the same amount of charge, e, it may carry
any amount of thermal energy, which is given by (E � EF). The
transport coefficients, S, s, and ke, are then defined in term of J and
Q (discussed in Section 2.3).

The characteristic feature of the Fermi–Dirac distribution
function, as illustrated in Fig. 4, is that the probability of finding
an electron with E far below/above the EF is essentially 100% and
0%, respectively. More importantly, while the change in distribu-
tion (df0) over an incremental change in energy (dE) for electrons
near EF is quite high, it is virtually zero for those electrons with
energy far greater or lesser than EF, i.e., (df0/dE) = 0 for jEj � EF. It is
then obvious from Eqs. (4)–(6) that only those electrons close to
Fermi level are sensitive to external disturbances and contribute to
the electrical conduction.



Fig. 4. The Fermi–Dirac distribution function (f0(E), solid line) and its first derivative

(df0/dE, dotted line). The implication of this diagram is that only electrons with

energy close to EF contribute to electrical/thermal transport.
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The semi-classical BTE approach is widely used in the field of
thermoelectrics, and continues to provide satisfactory agreement
with experiment, even in nanostructured materials that exhibit
quantum mechanical effects. The quantum effects such as electron
confinement and tunneling are accounted mainly through the
modification of the DOS. More modern approaches, not based on
the BTE, e.g., using non-equilibrium Green’s function (NEGF)
methods [20,21] which seek the direct (instead of statistical)
solution of the Schrodinger equation have been studied in recent
years, but do not seem to show major deviations from the
predictions of the simpler BTE-based methods.

2.2. Electronic band structure

Several important entities that determine J and Q, such as the
density of states and carrier velocity, are determined by the
material’s electronic band structure. Conversely, it is the unique
characteristic of each material’s electronic band structure which
determines the transport coefficients for that material.

The electronic band structure for any material in its entirety is
very complex. Fortunately, only portions of the band structure,
such as that for Si shown in Fig. 5, close to the EF will significantly
influence the thermoelectric properties. For example, the
thermoelectric properties of p-type Si are determined by the
characteristics of the local band structure of the valence band
(VB) maximum at the G-point, while those of n-type Si depend
instead on the conduction band (CB) minimum which is located
about 80% of the way from the G- to the X-points. These
electrically active portions of the band that are close to the EF, i.e.,
the G-point VB maximum in p-type Si and/or the CB minimum in
Fig. 5. (a) Si electronic band structure (reprint permission from [164]). (b) The constan

permission from [266]).
n-type Si, are frequently referred to as conduction valleys or
carrier pockets.

The location in k-space, in conjunction with the material’s
crystal structure, then determines the degeneracy factor (N) of the
conduction valleys. For example, since Si has an fcc crystal
structure with 6-fold symmetry the CB minimum also has a 6-fold
degeneracy (N = 6), as shown in Fig. 5(b). On the other hand, since
the G-point is the center of the Brillouin zone, the VB maximum is
singly degenerate (N = 1). Common thermoelectric materials, such
as Bi2Te3, SiGe, and PbTe have such ‘‘multivalley’’ band structure
(i.e., N > 1).

The transport coefficients may be determined for each

conduction valley. In particular, each valley’s transport coefficient
is distinguished by the curvature of the band, which is inversely
proportional to the effective mass, i.e., m� ¼ �h2ðd2E=dk2Þ

�1
. For

parabolic band, the curvature and the effective mass will be a
constant. On the contrary, the curvature in non-parabolic bands is
not constant, and the effective mass changes with energy and is
more complicated to define. Furthermore, there will be multiple
distinct effective masses for anisotropic band. The anisotropy of
effective masses consequently leads to anisotropic transport
properties.

Despite the fact that degenerate valleys have the same band
structure, they may yet have different orientations with respect to
the direction of electrical conduction and electron confinement (in
case of nanostructures). This asymmetry then leads to the breaking
of degeneracy. In the first case, the asymmetry is easily eliminated
by appropriate averaging of the effective masses in the relevant
direction (see ‘‘conductivity effective mass’’ in Section 2.2.2).
However, in the latter case, such simple method may be
insufficient, and it is more clarifying to treat these valleys as
distinct and possessing distinct transport coefficients.

The transport coefficients in a band can then be summed from
those of the constituent conduction valleys by assuming a parallel
conductor model. The model simply treats each conduction valley
as non-interacting, and yields the following summation rules

S ¼SN
i¼1Sisi

SN
i¼1si

(7)

s ¼SN
i¼1si (8)

ke ¼SN
i¼1ke;i; (9)

where the transport coefficient of a valley is denoted by the ith

term. Likewise, the transport coefficient of the material can then be
summed from those of the band in the exact same manner.
However, as the electrical conductivity of the bands far from the
t energy surfaces at the six D-point valleys in the first Brillouin zone of Si (reprint



Fig. 6. The energy dispersion and scale as defined for electrons in the upper

conduction band (CB) and holes in the lower valence band (VB). The EF is measured

from the minima of the CB and the maxima of the VB. As an example, the EF is equal

to �0.3 and �0.7 eV, when considering carriers in the CB/VB, respectively.
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Fermi level will be many orders of magnitude smaller than that
of the band closest to the Fermi level, it is unnecessary to invoke
such rules for effectively single-band materials such as a metal
or degenerate semiconductor. On the contrary, the properties of
semimetal and intrinsic semiconductor, where conduction
valleys in both VB and CB are influential, can only be understood
through the use of Eqs. (7)–(9). For example, the tendency for
small jSj in semimetals is due to the opposite sign of S for
conduction valleys in VB and CB, which subtract from each other
according to Eq. (7).

Also, one should note that while the size and alignment of the
band gap (i.e., direct or indirect) does not directly affect the
conduction valleys’ transport coefficient, it can play some part in
the overall behavior of a material. For example, materials with
small, direct, band gaps such as Bi2Te3 and PbTe, tend to have a
strong VB–CB coupling, which results in non-parabolic conduction
and valence bands with small effective masses. On the other hand,
indirect band gap material, such as SiGe, may have parabolic and
broader conduction band with larger effective masses. However,
the valence bands still tend to be non-parabolic due to heavy- and
light-hole band interaction. Furthermore, the size of the band gap
will determine the temperature limit where the doped semicon-
ductor becomes intrinsic again due to thermal excitation of
minority carriers.

Ultimately, the effective masses (m*) and the degeneracy factor
(N) are the two important parameters derived from the electronic
band structure and they both determine the density of states and
carrier velocity. These are then used in conjunction with the
relaxation time to determines the charge and heat current density
(Eqs. (4)–(6)), and, subsequently, the transport coefficients.

2.2.1. Density of states

The local band structure near the maxima or minima can often
be simply represented by a parabolic dispersion function, which
defines the energy–momentum (E–k) relationship of electrons in
that band. In bulk material (three dimensions: 3D, represented by
x, y, and z), the energy dispersion function at the Brillouin zone
center is represented by:

E3DðkÞ ¼
�h2

2

k2
x

mx
þ

k2
y

my
þ k2

z

mz

 !
(10)

where 9 is the reduced Planck constant, k(x,y,z) denotes the wave
number and m(x,y,z) the principal effective masses in x-, y-, and z-
directions, respectively.

A dispersion function of a similar form can also be used for holes
in the valence band, provided that a consistent energy scale is used.
The energy scale for holes is inverted with respect to that of
electrons, as depicted in Fig. 6. For consistency, the EF must always
be measured with respect to the ground state defined in each case;
we prefer to set the ground state energy level for both the CB and
the VB to zero, i.e., E3D(k = 0) = 0.

In quantum wells, this dispersion is modified due to the
discretization of carrier momentum in the quantum confined
directions. For example, if the confinement is in the z-direction,
the electron dispersion function for the nth sub-band can be
written as

E2DðkÞ ¼
�h2

2

k2
x

mx
þ

k2
y

my

 !
þ En; En ¼

�h2p2n2

2a2mz
; n ¼ 1;2;3::: (11)

where a is the quantum well thickness and En is the confinement
energy. Note that the ground state energy in this band has now
increased by E1 relative to the same band in a bulk material.
Likewise, the dispersion function for nanowires is modified by the
carrier confinement in two directions (i.e., y and z) such that, for
the nmth sub-band, it is given by

E1DðkÞ ¼
�h2

2

k2
x

mx

� �
þ Enm; Enm ¼

�h2p2

2a2

n2

my
þm2

mz

� �
; n;m

¼ 1;2;3::: (12)

where a is the width of the wire (assumed to have a square cross-
section).

In addition to the physical length scales (a), the confinement
potential energies for sub-bands in both quantum wells (En) and
nanowires (Enm) are dependent on the principal effective masses in
the directions of confinement. As such, we distinguish the effective
masses in this role as the ‘‘confinement effective mass’’ (mc), i.e.,
mc = mz for quantum wells, and mc1 = my and mc2 = mz for nanowires.

The density of states (DOS) per unit volume for a single band/
sub-band in three-, two- and one-dimensional systems, including a
spin-degeneracy factor of two, are then derived from the
dispersion functions in Eqs. (10)–(12) as [22]

g3DðEÞ ¼
1

2p2

2md

�h2

� �3=2

E1=2; E	0; md ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mxmymz

3
p

(13)

g2D;nðEÞ ¼
md

ap�h2
; E	 En; md ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
mxmy

2
p

(14)

g1D;nmðEÞ ¼
1

a2p
2md

�h2

� �1=2

E� Enmð Þ�1=2; E	 En;m; md ¼ mx (15)

The total DOS is then the aggregate of all individual sub-bands, i.e.,
gðEÞ ¼

Pþ1
n¼1 gnðEÞ. Taking into account multiple sub-bands, the

staggered pattern for the DOS can be seen in Fig. 7.
However, as it is usually sufficient to consider only the lowest

sub-band (n = 1), which is closest to the EF, we often allude to only
the lowest/single sub-band. In such case, the total DOS for N

number of degenerate conduction valleys is described solely by the
power law function:

gðEÞ ¼ N

gDa3�D

2md

�h2

� �D=2

E� E0ð ÞD=2�1; E	 E0; gD

¼ 2p2; D ¼ 3
Dp; D ¼ 2;1

� �
(16)

where E0 is the ground state energy level, and the exponent D = 3,
2, 1 is termed the ‘‘dimensionality’’ factor for bulk material,



Fig. 7. Density of states, g(E), for 3D, 2D, and 1D electrons gas in bulk material, quantum well, and quantum wire, respectively. The staggered pattern is due to the

superposition of multiple sub-bands, each of which is shifted up from the bulk ground state energy (E0) by the confinement energy (E1, E2, etc.).
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quantum well, and nanowire, respectively. In the above expres-
sions, we have also introduced the density of states effective mass

(md), which is the geometric mean of the principal effective

masses, i.e., md ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P3�D

i¼1 mi
D
q

. Note that in a lower dimensional

system, md does not include the effective mass in the direction of
confinement. Since the conduction valleys can have different
orientations with respect to the confinement, they can have both
different md and confinement potentials/energies.

Due to the critical importance of the DOS and electron
confinement in determining transport parameters, we state the
following aspects pertinent to nanostructures:
(1) C
hange in the energy dependence of the DOS (i.e., D/2 � 1) from
+1/2 (bulk) to 0 (quantum well) and �1/2 (quantum wire).
(2) A
n inverse proportionality of the DOS to the quantum well/
wire thickness, where the DOS can be increased by decreasing
a.
(3) In
crease in the effective band gap due to upward (/downward)
shift of the CB (/VB) ground states, corresponding to the
confinement potential energy which is inversely proportional
to mc and a.

Such changes, all evident at reduced dimensionality, can be
exploited for the enhancement of power factor in nanostructured
thermoelectrics, as will be described in Section 2.4.

2.2.2. Carrier velocity and relaxation time

In the low electric field approximation, assuming diffusive
carrier motion along the direction perpendicular to the direction of
confinement, the carrier velocity is given by

v2ðEÞ ¼ 2ðE� E0Þ
Dms

(17)

where ms is the conductivity/inertial effective mass, defined through
the harmonic average of the effective masses of degenerate
conduction valleys in the direction of conduction, i.e.,
1=ms ¼

PN
i¼1 1=ms;i. For example, the conductivity effective mass

for the D-point valleys in n-type Si for conduction along h1 0 0i is
ms ¼ 3ð2=mt þ 1=mtÞ�1, where mt and ml are the transverse and
longitudinal effective mass, respectively. The use of the conduc-
tivity effective mass allows us to eliminate the asymmetry in each
valley’s orientation with respect to the direction of conduction. The
dimensionality factor, D, in Eq. (17) accounts for the equi-partition
of energy among the available degrees of freedom.

The type and magnitude of carrier scattering within the
material determines the relaxation time. The carrier relaxation
time, t(E), is difficult to determine from first principles as it
involves simultaneous carrier interaction with various scatterers
such as acoustic and optical phonons, plasmons, defects, interfaces,
and even other carriers. In most cases, the relaxation time is
modeled through the power law function:

tðEÞ ¼ t0ðE� E0Þr (18)

where the exponent r is the characteristic ‘‘scattering constant’’
(not to be confused with the position vector r) peculiar to a
particular scattering process, and t0 is a constant that depends on
both scattering processes and material properties. The value of r

can be determined experimentally through (i) mobility–tempera-
ture measurements, (ii) the variation of the Seebeck coefficient
with carrier concentration, and (iii) the measurement of the Nernst
coefficient, which can also determine the sign of r [23].

In some cases, r can be analytically determined [24] (e.g., for
scattering by weakly screened ionized impurities, r = 3/2, and for
neutral impurity scattering, r = 0). However, for lattice deforma-
tion potential scattering by acoustic and optical phonons (ADP
and ODP, respectively) or strongly screened ionized impurity
scattering, r is variable, as t is inversely proportional to the DOS.
r may also be affected by multiple scattering processes.
Examples of the relation between the scattering processes and
r, as a function of dimensionality can be seen in Table 1, in
Section 2.4.1.

In some cases, more than one scattering process may be
dominant, which complicates the calculation of the relaxation
time. The Matthiessen’s rule [18] is often invoked in this case,
which is equivalent to treating scattering processes as being
independent of one another. This then implies that the total
relaxation time can be summed from that of each scattering
processes as (1/t) = (1/t1) + (1/t2). . .. However, this rule will give
inaccurate results if these processes have disparate values of r [24].

2.3. Formulation and analysis of the transport coefficients: s,

S, and ke

From Eqs. (4)–(6) for the charge and heat current density, and
the standard definitions, we arrive at the following expressions for
the transport coefficients for conduction perpendicular to direc-
tions of confinement

S� e
dT
dx

					
J¼0

¼ � 1

eT

X1

X0
� EF

� �
(19)

s� J

e

				
dT=dx¼0

¼ e2X0 (20)

ke ��
Q
dT
dx

					
J¼0

¼ 1

T
X2 �

X1ð Þ2

X0

" #
(21)

where Xi ¼ �
Rþ1

E0
gðEÞtðEÞv2ðEÞEiðd f 0=dEÞdE. Now, incorporating

Eqs. (16)–(18), which assume a single band/sub-band with
parabolic energy dispersion, and a power law relaxation time,
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the integral Xi can be explicitly written as

Xi;D ¼
Nt0

msgDa3�D

2md

�h2

� �D=2

ðkBTÞrþD=2þi 2ðr þ iÞ
D

þ 1

� �
FrþD=2þi�1ðhÞ

(22)

where F jðhÞ ¼
Rþ1

0 x j=ðexpðx� hÞ þ 1Þdx is the jth order Fermi
integral and h ¼ ðEF � E0Þ=kBT the reduced Fermi level. The constant
gD has the value of 2p2, 2p, and p for D = 3, 2, and 1, respectively.

The reduced Fermi level is a convenient variable since it can
represent both changes in the material’s temperature and the
Fermi level, and also allows Xn to be expressed in terms of Fermi
integrals. With the exception of the zeroth-order integral, where
F0(h) = ln(1 + e

h
), Fj(h) can only be evaluated numerically. We have

extended the published algorithms [25] for half-integer orders of j, in
the range of h = [�5, 20] which proved to be more than sufficient
for values ofh relevant for thermoelectric materials. While Eqs. (19)–
(22) are sufficient for the evaluation of the transport coefficients, in
the next few sections we provide an overview of their interpretation,
relevance, and inter-relationship through h.

2.3.1. Electrical conductivity (s)

The electrical conductivity is a measure of how many (n)
carriers (electrons/holes) can contribute to the electrical current
along with their mobility (m) and is given by

s ¼ nem (23)

Both n and m can vary as a function of temperature, T, and can be
measured experimentally through resistivity and Hall coefficient
determination. The magnitude of the power factor is very sensitive
to n and finding the suitable concentration is crucial for
thermoelectric optimization. As will be discussed later, the relation
between n, EF, and the DOS solely determines the enhancement of
power factor in nanostructures.
Fig. 8. (a) Normalized carrier concentration, (b) normalized mobility, (c) jSj, and (d) L as a f

normalized to the constant u as defined in the inserted box, where T is temperature in Kelvin

combinations of the r and D, as listed in the inserted table. All plots assume a single sub-ba
Assuming parabolic energy dispersion with power law relaxa-
tion time, the equilibrium carrier concentration, n, in a set of
degenerate conduction valleys is written as

n�
Z þ1

E0

gðEÞ f 0ðEÞdE ¼ N

gDa3�D

2kBTmd

�h2

� �D=2

FD=2�1ðhÞ (24)

Occasionally, the degeneracy factor (N) is combined with the density
of states effective mass, md, to yield the density of states effective mass

for all valleys as md;total�N2=Dmd. However, we prefer to list N and md

explicitly. As n is proportional to the material parameters and T, we
extract these factors out to plot the normalized carrier concentra-
tion, ñ ¼ n=u, in Fig. 8(a). The normalization factor is given by

u ¼ N

ða0Þ3�D

md

mo

T

300 K

� �D=2

(25)

where a0 is equal to the thickness of the quantum well/wire in nm;
u = 1 for md = m0, N = 1, a = 1 nm, and T = 300 K. Due to the
normalization. Fig. 8(a) is essentially applicable to any material

and temperature, provided basic assumptions (i.e., parabolic band,
etc.) are satisfied, and can be used to determine n at a given EF.

Conversely, the EF is also a function of n and T, and may be
variable or a constant depending on the material. For example,
since n may not increase significantly with T in extrinsic
semiconductors, EF must decrease with rising T to satisfy
Eq. (24). On the contrary, in an intrinsic semiconductor, EF is in
the middle of the band gap and remains relatively constant.
Therefore, increasing T would increase n in this case.

Changes in DOS can also affect this relationship. For instance,
since a 2 nm quantum well would have larger DOS than a 5 nm
quantum well by virtue of having smaller a, (which appears in the
denominator of g(E)), the former would have smaller EF compared
to the latter, given the same n and T. Likewise, given two different
unction of h. Equivalent value of EF at 300 K is labeled on the top horizontal axis. n was

, and a0 is the width of quantum well or wire in nm. jSj and L are degenerate for several

nd with parabolic energy dispersion, and a power law variation of the relaxation time.
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materials with the same n and T, the one with larger md and N, and
hence larger DOS, would have smaller EF.

On the other hand, in many cases it is very difficult to model
how the mobility, m, in nanostructured materials differs from bulk
material. From the previous expressions for s and n, the following
expression was deduced

m ¼ e

ms

� �Rþ1
E0

gðEÞtðEÞv2ðEÞðd f 0=dEÞdERþ1
E0

gðEÞv2ðEÞðd f 0=dEÞdE
¼ e th ih i

ms
(26)

where hhtii denotes an average of the relaxation time involving the
non-equilibrium terms of the distribution (df0/dE) as also discussed
by Lundstrom [24]. Since v2(E) / E, we can use integration-by-
parts to simplify hhtii to

th i ¼
Rþ1

E0
gðEÞtðEÞ f 0ðEÞdERþ1

E0
gðEÞ f 0ðEÞdE

¼ th ih i
ð2r=DÞ þ 1ð Þ

¼ t0ðkBTÞr
FrþD=2�1ðhÞ
FD=2�1ðhÞ

(27)

where hti is now the average over the equilibrium carrier
distribution.

While it is a simple matter to calculate how m may change with
n through their mutual dependence on h, it is more difficult to
predict which scattering processes will become dominant as the
material’s condition changes. Furthermore, t0 is product of many
parameters [24], the study of which is beyond the scope of this
paper. Subsequently, we plot the normalized mobility,
m̃ðhÞ ¼ mðhÞ=mðh ¼ �5Þ, in Fig. 8(b) to simply demonstrate the
ideal relationship between m and h. The figure shows that m
increases with h if r > 0, and vice versa. If r = 0, then both
hhtii = hti = t0 and m = et0/ms are constants.

Since m may change either way with increases in h, s may also be
variable. For example, s in metal tends to decrease with increasing h
because the reduction in m due to acoustic phonon scattering
(r =�1/2) dominates the smaller increase in n (when h is large). On
the contrary, s in non-degenerate semiconductors tends to increase
with increasing h due to a large increase in n (when h is small).

2.3.2. Seebeck coefficient (S)

Compared to electrical conductivity, the Seebeck coefficient is
not as well understood. Often, the Seebeck coefficient is described
incompletely, and non-quantitatively as being dependent on the
symmetry/asymmetry of the electronic band [26] or the energy
dependence of the DOS in the range of the Fermi level [27], or that
‘‘high and steep’’ DOS is required for large Seebeck [28]. In this
section, we hope to give the reader a complete and intuitive
understanding of the Seebeck coefficient adhering strictly to its
physical and mathematical definitions.

Firstly, there is more than one distinct physical process that
gives rise to the net Seebeck effect related voltage (also see Section
3.5). The most prominent and common process arises from the
diffusion of electrons (also see Section 3.5). Hence, we focus
exclusively on deriving the diffusive Seebeck coefficient, which has
been described in its most general form in Eq. (19). Assuming that
g(E) and t(E) are power law functions, the expression for S of a

single band is simplified to

S ¼ � 1

eT

Rþ1
E0

gðEÞtðEÞEv2ðEÞ d f 0
dE dERþ1

E0
gðEÞtðEÞv2ðEÞ d f 0

dE dE
� EF

0
@

1
A ¼ � 1

eT

tEh i
th i � EF

� �

(28)

where xh i ¼
Rþ1

E0
gðEÞxðEÞ f 0ðEÞdE=

Rþ1
E0

gðEÞ f 0ðEÞdE is the average
value of an arbitrary function x(E) over the equilibrium carrier
distribution. If g(E) or t(E) are not power law functions, as is the
case for non-parabolic bands, then it is necessary to revert back to
the more complicated average over non-equilibrium carrier
distribution seen in Section 2.3.1. Nonetheless, we can persist
with the following discussion.

Eq. (28) clearly indicates that the S of a single band is
proportional to the difference between the average energy of
electrons weighted by the relaxation time and the EF. In the case of
constant relaxation time, htE</>ti simplifies to hEi. An intuitive
narrative is easily observed: the diffusive Seebeck effect originates
from the tendency of electrons in that band, which have an average
energy, hEi, to return to the lowest energy state represented by the
Fermi level, EF. The behavior of the Seebeck coefficient is then
easily understood if one always considers how the average electron
energy changes. Using the explicit expression in Eqs. (19) and (22),
the diffusive Seebeck coefficient can be computed through the
following equation

S ¼ � kB

e

ðr þ ðD=2Þ þ 1ÞFrþD=2ðhÞ
ðr þ ðD=2ÞÞFrþD=2�1ðhÞ

� h
� �

(29)

The behavior of jSj versus the reduced Fermi level, h, for different
energy dependence of the DOS and relaxation time (D and r,
respectively) is then plotted in Fig. 8(c).

Without exception, jSj always decreases as h is increased, i.e., as
EF is increased or T is decreased. Since an increase in Fermi level
would increase carrier concentration there would be an increase in
average energy as well. However, as the average energy increases
relatively slowly, jSj always decreases as the Fermi level is
increased. An increase in temperature can also increase carrier
concentration and average energy, which means that jSj will
increase and vice versa. In an extrinsic semiconductor, the increase
in temperature may not lead to significant increase in the carrier
concentration, which is fixed to the dopant concentration, and does
not increase the average energy. However, in this case, the Fermi
level is actually reduced, thus leading to increased jSj anyway. At
sufficiently high temperature, the semiconductor may become
intrinsic and exhibits a decrease in jSj as temperature is increased.
This is because both conduction and valence bands are now
relevant, and the Seebeck coefficient of opposing sign in each band
leads to a smaller net value, according to Eq. (7).

Assuming a non-changing Fermi level, the jSj also decreases as
the energy dependence of the DOS (as represented by the exponent
D) is decreased. Often, the shape or profile of the DOS is thought of
as having a significant influence on the Seebeck effect, i.e., it is
commonly believed that a sharp peak in the DOS, such as those
found in nanowires, yields a large Seebeck coefficient. This is not
necessarily true. The influence of the DOS shape on the jSj is easy to
understand if we consider its effect on the average energy. In fact,
the parabolic profile of the DOS in bulk material actually gives
larger jSj than the step/peak-like profile of the DOS in quantum
well/nanowire, given the same Fermi level for all three cases. As
shown in Fig. 7, the bulk DOS favors high energy states, while the
nanowire DOS is skewed toward lower energy states, which means
the average electron energy will be slightly larger in the bulk
material than that of the nanowire, if both have the same Fermi
level. Friedman had earlier on proposed the measurement of jSj,
and the determination of the DOS energy dependence as a mean of
verifying the confinement effect in two-dimensional superlattices
[29].

As the average energy should be weighted by the relaxation time,
according to Eq. (28), the increase in the scattering constant r will
similarly increase jSj. Hence, jSj would be larger if, say, weakly
ionized impurity scattering (r = +3/2) rather than phonons scatter-
ing (r = �1/2) dominates. One way of manipulating the relaxation
time was through the use of resonant scattering. According to Ravich
et al., resonant scattering occurs when electrons in the allowed



Fig. 9. In the non-degenerate semiconductor regime, ke is negligible, and Z increases

with h due to increase in s. In the degenerate semiconductor regime, Z reaches a

peak when h � hopt, where S2s is maximized. In the metallic regime, kL is negligible,

and Z declines with increasing h due to reduction in S, and increases in ke.
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energy band of the host material are trapped in the quasi-local states
of impurity atoms before they are ejected after a finite period of time
[30]. The total relaxation time near the resonant energy range can
subsequently be affected, leading to a possible increase or decrease in
the energy dependence of the total relaxation time and jSj. For
example, Ravich et al state that if the resonant states are below the
Fermi level (i.e., low energy states), then an increase in jSj is likely. By
the same token, a decrease in jSj would be plausible if the resonant
state is above the Fermi level (or at higher energy). In practice, the
effect of resonant scattering could be detected by the measurement
of r. If resonant scattering was responsible for the increase in jSj, then
an increase in r should be detected. This was not the case in Tl-doped
PbTe (see Section 2.6.2), where resonant scattering was suspected as
the reason for enhanced jSj, but which was ultimately ruled out after
measurement revealed no change in r [27].

Most crucially, jSj is independent of effective masses, the valley
degeneracy, quantum well/nanowire thickness, and t0, from
Eq. (29). For example, we may consider a case where the Fermi
level is a constant, and effective mass is increased. The increase in
effective mass would increase the magnitude of the DOS, and
carrier concentration. However, since the DOS, under the parabolic
band assumption, is a power law function and is scale invariant
with respect to effective mass (see Eq. (16)), there will be no
change in the average energy and jSj. This feature crucially led to
the proposal of the existence of an optimal Seebeck coefficient
where the power factor is maximized (see Section 2.4.1).

Occasionally, approximate expressions for the Seebeck coeffi-
cients are used, and one should be aware of their limitations. From
Fig. 8(c), three regimes can be defined according to the behavior of
S. In the non-degenerate semiconductor regime (h < �2), jSj is large,
decreases linearly with h, and can be approximated using classical
Maxwell–Boltzmann statistics [19] as

Snd�SC ffi �
kB

e
r þ D

2
þ 1� h

� �
; h< � 2 (30)

In the metallic regime (h� 0), a smaller jSj is obtained, which is
inversely proportional to h, and is approximated by the Mott
formula [31]
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Note that the h limits of �2 and 30 are loosely defined, and should
not be taken as absolute or fundamental. Since Eqs. (30) and (31)
are derived from Eq. (29), they share the assumptions of parabolic
band, power law relaxation time, etc. However, they cannot be
used to accurately describe degenerate semiconductors. The
typical value of jSj ranges from around 1 mV/K for non-degenerate
semiconductors to�100 mV/K for degenerate semiconductors, and
�10 mV/K for metals.

It should also be noted that the expressions found in this section
alone are not sufficient in describing the Seebeck coefficient of
materials where multiple bands are relevant, such as in intrinsic
semiconductors and semi-metals. In such materials, the Fermi
level is sufficiently close to both the conduction and valence bands,
giving rise to significant conductivity in both bands. It is necessary
then to use Eq. (7) to compute the total S from the individual S of
the conduction and valence bands, which can be computed
separately through Eq. (29) in this section.

2.3.3. Electronic thermal conductivity (ke) and the Lorentz number (L)

The electronic thermal conductivity (ke) is very similar to
electrical conductivity except it accounts for the thermal energy,
instead of charge, carried by electrons. Understandably, ke also
increases with n and m, and it is possible to define the ratio of ke to
s, which is known as the Lorentz number (L), as
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In the metallic regime (h� 0), the Lorentz number approaches
the value specified by the empirical Wiedemann–Franz law L = p2/
3(kB/e)2 = 2.44 � 10�8(WV/K2), as shown in Fig. 8(d). L varies
strongly with D, r, and h in the degenerate semiconductor regime
(h � 0), and again approaches a constant in the non-degenerate

semiconductor regime (h < 0). Like S, L is also independent of the
material parameters.

The dependence of L on D and r in the non-degenerate and
degenerate semiconductor regimes reflects the greater sensitivity
of ke to the energy dependence of the DOS and t(E), respectively.
Physically, the sensitivity is due to the fact that hot electrons from
higher energy states carry more thermal energy than cold

electrons, while the s is rather insensitive to the energy
distribution of the carriers since all electrons, regardless of energy,
carry the same amount of charge. For example, given the same n

and s, ke is smaller in quantum wire than in bulk material as a
greater proportion of the electrons in the quantum wire belong to
lower energy states and are ‘‘cold’’. Similarly, ke is reduced for r < 0
because the hot electrons would have a smaller t(E), implying more
frequent scattering compared to cold electrons.

2.4. Increasing power factor for higher Z

It can be shown that Z is approximately maximized when the
power factor S2s is maximized. For example, the tentative
variations of S2s, ke, kL, and Z with h are shown in Fig. 9. The
power factor exhibits a peak due to the opposing variation of S and
s, while ke increases monotonically as h is increased. Since kL is
generally assumed to be unrelated to electrical properties, it can be
treated as a constant independent of h.

In the metallic regime where the h is very large, Z tends to be
small because of (1) inherently small jSj, and (2) large ke due to
large s. Since ke is typically much larger than kL in metal, we may
state that, for metals, k � ke and Z = S2/LT. Evidently, as both jSj and
1/L increases as h is decreased (see Fig. 8), a higher Z is always
obtained if h is reduced, i.e., if the material is made less metallic.
Interestingly, a very large s could be detrimental to Z, as ke will also
then be very large.



Table 1
Optimum reduced Fermi level (in eV, top line) and the corresponding magnitude of

the Seebeck coefficient (in mV/K, bottom line) for maximum power factor, S2s. For

r = +3/2 (D = 3, 2, 1) and r = + 1/2 (D = 3), S2s increases without limit as h is increased.
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At the other extreme, Z is again small for insulating material
such as non-degenerate semiconductors due to very small s, in
spite of a large jSj. ke is also very small, such that k � kL and Z = S2s/
kL. Consequently, Z would increase with S2s. We then show in the
following section that the optimal reduced Fermi potential, hopt,
where the power factor is maximized, is always in the degenerate
semiconductor regime. It is not surprising then that good
thermoelectric materials such as Bi2Te3, PbTe, or SiGe are all
heavily doped, degenerate, semiconductors.

2.4.1. Optimization of power factor

The S2s varies drastically as the carrier concentration and h are
changed. Since increasing h tends to reduce jSj but increases s, and
vice versa, the product S2s is expected to have a maximum at some
optimal value of h, which could be determined through Eqs. (19)
and (20), given the material parameters and temperature.
However, having noted that S is independent of h, and s can be
normalized, we may write

S2s ¼ ½BTrþD=2�S2s̃ðh; r;DÞ; (33)

where s̃ is the normalized conductivity, and B ¼
t0Nð2mdÞD=2=msa3�D is similar to the oft-quoted material figure
of merit [32]. From this expression, we have recently shown that
there exist an optimal reduced Fermi level and Seebeck coefficient
that always gives the maximum power factor, and which is
independent of the material’s effective masses (md and ms) and
degeneracy factor (N), quantum well/nanowire thickness (a), t0,
and temperature [33].

Eq. (33) essentially indicates that the power factor is scale
invariant with respect to the common factor BTr+D/2, and therefore
its maxima would be only a function of h, r, and D. Consequently,
there exists a universal and optimal reduced Fermi level (hopt), and
a corresponding optimal Seebeck coefficient (Sopt) as determined
from Eq. (29). The optimal carrier concentration also corresponds
to hopt, but its value varies according to the material’s properties
(md, N, a) and temperature. The values for hopt and Sopt are listed in
Table 1. Identical values were also independently reached by Kim
et al. [34].

Note that when r > 0, i.e., when weakly screened ionized
impurity scattering is dominant, there is a possibility of an
unlimited increase in power factor due to the combined increase in
n and m being larger than the reduction in S2, as h is increased.
However, this is not observed in practice as strongly screened
scattering (say, r = � 1/2) dominates at high value of h and n. Since
the scattering rates of carriers through the acoustic and optical
phonon deformation potential (ADP and ODP, respectively) and
strongly screened ionized impurities are proportional to the DOS
[24], r is not a constant and changes with D in these cases. When
multiple scattering processes are concurrent, r may take interme-
diate values to those listed in Table 1. Generally, as the Fermi
integral changes gradually with incremental changes in its indices,
the value of hopt will also change gradually, and should follow the
trend set forth in the table. Note that the values of hopt indicate that
the maximum S2s always occurs in the degenerate semiconductor

regime (where, h � 0).
Our calculations show that for any material, the maximum S2s

at any temperature is expected when the jSj is in the optimal range
of 130–187 mV/K. The maximum power factor was indeed
observed at the predicted optimal value, jSj � 0.167 mV/K, for a
wide variety of materials and temperature including bulk PbTe at
300 K [35], p-type Si0.7Ge0.3 at 300 K [36], Sr1�xLaxTiO3 at 300 K
[37], and SrNbTiO3 at 1000 K [38]. Consequently, the calculated
optimal S could be used for thermoelectric material optimization.
For example, a bulk material should be doped until the value of
jSj � 0.130–0.167 mV/K is reached. As a corollary, an observation of
jSj much larger than the above could indicate a material that has
not yet been optimized for maximum power factor, and not as a
sign of a good thermoelectric material!

Though the S2s is always maximized at hopt, the magnitude of
S2s can freely increase according to material parameters and
temperature. The generally accepted notion that good thermo-
electric materials should have multi-valley band structure (large
N) with large effective masses (md), and high mobility (large t0 and
small ms) is indeed seen through Eq. (33). The S2s can also be
increased by increasing the operating temperature, T. However,
this requires that EF would also have to be increased in order to
maintain the hopt, which is a constant. Since EF tends to decrease

with increasing T, the optimal carrier concentration must increase
with temperature.

The S2s is eventually limited by the onset temperature of
bipolar conduction. It was estimated that the maximum tempera-
ture beyond which Z is reduced is Tmax � Eg/10kBT, where Eg is the
band gap [8]. As a result, the absolute maximum power factor of a
material is expected at Tmax and hopt. In bulk material, the
maximum power factor is then limited by the fixed, intrinsic
properties of material (i.e., md and N) at hopt and Tmax.

However, theoretical and experimental work has subsequently
shown that quantum confinement in nanostructured materials
could enhance S2s even beyond this bulk value. The presence of the
quantum well/nanowire thickness, a, in Eq. (33) through the B
factor, in Eq. (33), hints at the possibility of increasing S2s by
reducing a. In general, requirement for large N, md, and small a are
all equivalent to having a large magnitude of the DOS. Most
methods to increase Z via electron confinement are aimed at
increasing the DOS. We elaborate on such issues in the following
sections.

2.4.2. Enhancement of the power factor beyond bulk value

The S2s can be increased by tuning the Fermi level (through
changing the carrier concentration) and increasing the temper-
ature, but there is an inherent limit that is achieved at hopt and
Tmax. However, in 1993, Hicks and Dresselhaus proposed
another way to increase S2s through the use of confinement
effects in nanostructures such as quantum wells [39] and
nanowires [40]. For clarity, we first write S2s = (S2n)em. The
enhancement of S2s by confinement effect is due completely to
the increase in the magnitude of the DOS, which then enhances
S2n. This concept is illustrated in the case of Si nanowires in the
following.

First, we illustrate the increase in S2n as a result of the increase
in EF in bulk material. Fig. 10(a) shows the carrier distribution in



Fig. 10. Electrons density distribution (grey area) in the conduction band of (a)

moderately doped (EF = �0.05 eV, n = 3.8 � 1018/cm3), and (b) highly doped

(EF = +0.1 eV, n = 1.7 � 1020/cm3) bulk Silicon. S is proportional to hEi � EF. The

DOS is plotted in bold line. Both plots are drawn to scale, and with the band’s ground

state energy at zero.

Fig. 11. Electrons density distribution (gray area) in the conduction band of (a)

2 nm, and (b) 5 nm Si nanowires. Dopant/carrier concentration in both cases is the

same as that of bulk Si in Fig. 10(b), i.e., n = 1.7 � 1020/cm3. Bulk DOS and electron

density distribution is plotted (dotted line) for comparison alongside the DOS of the

nanowires (solid line). Ground state energy of the band in quantum wire is also set

to zero; therefore the relative increase in ground state energy due to confinement

potential is not shown in this figure.
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the conduction band of bulk Si (md = 0.32m0, N = 6) with an
arbitrary EF = �0.05 eV, which equates to n = 3.8 � 1018/cm3 and
h = (�0.05 eV/8.6 � 10�5 eV/k)(300k) = �1.93 at 300 K. Assuming
that r = 0, Eq. (29) indicates that hEi = +0.07 eV, and S = (1/e)/
(0.07 + 0.05) eV/300k = �0.4 mV/K. If the dopant concentration is
increased such that EF = + 0.1 eV (h = 3.86), then a larger
n = 1.7 � 1020/cm3 is observed, as shown by larger distribution
in Fig. 10(b). Since the corresponding increase in hEi (to +0.13 eV) is
smaller that of the EF increase, there is a four-fold reduction of jSj to
�0.1 mV/K. Nevertheless, S2n has increased by a factor of three
from 6.1 � 1023 to 17 � 1023 mV2 K�2 cm�3. Since we have
assumed that m is a constant (r = 0) with respect to h, the S2s
will increase by factor of three as well. As the h in both cases are
smaller and greater than the predicted optimal value of 2.47,
respectively, we may also infer that the optimal n is in between
3.8 � 1018 and 1.7 � 1020/cm3.

Now, we examine the enhancement of power factor by
quantum confinement. Fig. 11(a) shows that the DOS of a 2 nm
diameter Si nanowire is much larger than that of the bulk Si over
the range of occupied energy states (up to�0.1 eV). Given the same
n = 1.7 � 1020/cm3, the EF in the nanowire would be reduced to
�0.01 eV (as measured from lowest sub-band edge of the
nanowire) from +0.10 eV in bulk Si. The electron distribution in
the nanowire is also skewed towards the lower energy states due
to the shape of the DOS, which results in a smaller average energy,
hEi, of +0.05 eV compared to +0.13 eV in bulk Si. Nevertheless, S has
doubled in the nanowire to 0.2 mV/K because of large decrease in
EF. This yields a four-fold increase in S2n.

Subsequently, the increase in S2n will translate to increase in
power factor if mobility remains the same or is not significantly
reduced. It is difficult, however, to predict how the mobility in
quantum well or nanowire may change from that in bulk material
as there are many contributing factors. Firstly, the DOS is altered,
which may leads to increase or decrease of the Fermi level. The
dominant scattering mechanism may also change. For example,
interface scattering, which is not prevalent in bulk material, may
dominate in nanostructures that have a high surface-to-volume
ratio. As shown by Fig. 8(b), these changes (to h, r, and D) will affect
m. The precise calculation of m requires an in-depth knowledge of
the interaction between electrons and device features, the
investigation of which is beyond the scope of this review. In
Section 2.6, we look at the experimental results, some of which
show that there is no significant change in m, whereas other results
indicate that reduction in m can compromise the gain from S2n.

The enhancement of S2n is primarily due to increase in the
magnitude of the DOS, and not the change in shape of the DOS.
Fig. 11(b) shows while the DOS of a 5 nm nanowire is similarly
shaped, it has smaller magnitude compared to that of bulk Si,
except for a small range of energy below�0.01 eV. Therefore, given
the same n = 1.7 � 1020/cm3, the Fermi level of the quantum wire
(+0.15 eV) has to be higher than that of bulk material (+0.1 eV),
which leads to a much smaller jSj � 0.03 mV/K. Consequently, S2n

is reduced by almost an order of magnitude from the bulk value.
The implication is then obvious: there is an enhancement of S2n

only when the wires are sufficiently small that the DOS becomes
larger than that in bulk material.

The enhancement of S2n through confinement effects is
summarized in Fig. 12. The width of each shape in the figure
represents the DOS, and follows intuitively from Fig. 7, where a
larger magnitude of the DOS is obtained at the bottom of the band



Fig. 12. Given the same n, EF is reduced as magnitude of DOS is increased. The shape

of the carrier pocket is reminiscent of the DOS in Fig. 7 the width of the shape

represents the magnitude of the DOS, which is proportional to N, m, and (in 2D and

1D cases) a. jSj subsequently increased for quantum well and nanowires as EF is

decreased.

Table 2
Calculated amax for Bi2Te3, PbTe, and SiGe quantum wells and nanowires.

Enhancement of S2s is expected when a< amax (at 300 K).

m/m0 Quantum well, amax (nm) Nanowire, amax (nm)

Bi2Te3 0.08 7.6 8.0

PbTe 0.12 6.2 6.5

SiGe 0.32 3.8 4.0

P. Pichanusakorn, P. Bandaru / Materials Science and Engineering R 67 (2010) 19–63 31
with decreased dimensionality. The diagram also illustrates
increased ground state energy due to an increased confinement
potential at lower dimensions. The increase in ground state energy
has no effect on S, s, or ke when we consider only a single band.
Consequently, given the same n, the EF (relative to the bottom of
the band) may progressively decrease from 3D to 1D. While the
average energy of the electrons, hEi also decreases, the decrease is
relatively smaller compared to the EF, which then leads to increase
in jSj for the same n, as we move down in dimensionality, from
three- to one-dimensions. A greater than ten-fold enhancement in
the power factor, assuming no reduction in m, via can then be
predicted [39,40].

It may also be helpful to recognize the maximum thickness,
amax, below which an enhancement of S2s over bulk value can be
expected. This thickness is found by solving the inequality:
S2s(hopt,r,D=2,1)>S2s(hopt,r,D=3). Assuming a constant relaxation
time (r = 0, and t0 a constant regardless of D), this critical
thickness for quantum well or nanowire would be given by

amax¼

ffiffiffiffiffiffiffiffiffiffiffi
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where mc,i is the effective mass in the direction of confinement.
Table 2 lists the estimates of amax for a few materials, assuming
isotropic effective mass. Generally, it would be more difficult to
detect a power factor enhancement in materials with larger
effective mass, as fabrication of a structure with smaller length
Fig. 13. (a) Carrier pocket configurations in a multilayer structure with bulk-like en

confinement energy in X-pocket (Ec,x > Ec,L) reduces energy separation to L-pocket in qu

DOS, reduced EF, and increased jSj.
scales would be required. This also suggests that the confinement
direction should be that which has the smallest effective mass,
which conversely, would ease the requirement for fabrication.
Additionally, this ensures that md would be largest, which leads to
greater S2s.

The location of the conduction valleys should also be taken into
account, when picking the optimal orientation for the highest S2s.
It was noted that confinement could break the symmetry of
previously degenerate conduction valleys [41]. For example, the
conduction valleys in PbTe are located at the L-point along the
h1 1 1i axes with the degeneracy factor of 4, and have anisotropic
longitudinal and transverse effective masses, ml and mt, respec-
tively. In PbTe quantum well based structures grown along the
[1 1 1] direction, the three oblique (to the growth/confinement
direction) valleys experience a greater confinement potential than
the single longitudinal valley, whose mc = ml is largest, and which
leads to smallest confinement energy. The lifting of degeneracy of
the three oblique valleys from the single longitudinal valley leads
to reduced DOS at the bottom of the conduction band, and
subsequent reduction of S2s. To preserve the valley degeneracy,
the PbTe quantum well structures should instead be grown in the
[1 0 0] orientation [28]. Conversely, for n-type Si quantum wells,
whose conduction valleys are located in the h1 0 0i, the best
growth orientation may be along the h1 1 1i orientation [42].

2.4.3. Carrier pocket engineering

The concept of carrier pocket engineering, first proposed by Koga
et al. [43], takes further advantage of confinement effects by
exploiting the shifting of carrier pocket/conduction valleys’ energy
levels. This method distinctively aims to enhance the S2s by
increasing the number of active conduction valleys. This is
accomplished by utilizing the differences in confinement energy
experienced by different carrier pockets, to shift the carrier pocket
energies to similar levels.

To clarify these issues, Fig. 13(a) shows the carrier pockets in a
Si/Ge multilayer structure, with the X-valley related to Si and the L-
valley to Ge. In the first case, confinement is not present, and all
ergy dispersion. Most electrons occupy the lower energy X-pocket. (b) Greater

antum well superlattices. Electrons now occupy both pockets, leading to increased
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electrons occupy the X-valleys, which are at a lower energy
compared to the L-valleys. The properties of this device would then
be dominated by the characteristics of Si, as the Ge layers do not
contribute electrically. If both the Si and Ge layer thicknesses were
reduced sufficiently for quantum wells to form, with electrons in Si
confined to the X-pockets, and those in Ge confined to the L-
pockets, then the DOS in both valleys would change to those shown
in Fig. 13(b). Since the L-pockets experience a smaller shift due to
their larger effective mass compared to the X-pockets, both X- and
L-pockets now have similar ground state energy levels and can be
both heavily populated with electrons. Electrons are confined as
the intervalley transfer of electrons between X- and L-valleys,
would require substantial change in momentum. Both X- and L-
pockets would contribute significantly to the overall properties of
the superlattices according to the parallel conductor model
outlined in Section 2.2.

An enhancement of S2s then occurs due to both (1) the local

increase in DOS for both X- and L-pockets, as discussed in the
previous section, and (2) the global increase in DOS due to the
addition of the L-pockets, which were previously inactive.
Assuming that the mobility does not change, the power factor of
the superlattices could then be larger than that of the bulk
materials.

Carrier pocket engineering requires a rather exquisite matching
of materials, which must have compatible crystal structure to
enable defect-free growth, and electronic band structures with
favorable energy configuration, e.g., GaAs/AlAs [43] and Si/Ge [42].
The band edges of G- and L-valleys in bulk GaAs, and X-valleys in
bulk AlAs are within 0.28 eV of each other as shown in Fig. 14(a). In
a GaAs (2 nm)/AlAs (2 nm) superlattices, these valleys can be
brought much closer with an energy spread of just 0.05 eV for the
h1 1 1i orientation, as shown in Fig. 14(b). The ZT of the GaAs/AlAs
superlattices is expected to increased from the bulk value of�0.01
to �0.1 by virtue of the confinement effect on the G-pocket alone,
and again from 0.1 to 0.4 by the addition of L- and X-pockets
through carrier pocket engineering as shown in Fig. 14(c).
However, since bulk GaAs and AlAs intrinsically have small Z,
their superlattices, in spite the enhancement, would still have
relatively small Z as well.

The Si/Ge superlattice structure holds more promise, since bulk
n-type Si has intrinsically large power factor. Furthermore, there is
opportunity to use the strain due to the lattice parameter
Fig. 14. (a) Relative conduction band edges at G-, L- and X-point in bulk GaAs and bu

superlattices. The energy scale is relative to the G-point of bulk GaAs, and is equivalent to

when contribution from X- and L-pockets (lines except solid) are added that of G-pock
mismatch of Si and Ge to manipulate the band structure. For
example, an in-plane compressive strain present when Ge is grown
on Si substrates, induces an energy splitting causing an increase (/
decrease) of the longitudinal (/transverse) carrier pocket energies.
For Si (2 nm)/Ge (2 nm) superlattices grown on (1 1 1) Si0.5Ge0.5

substrate, a ZT of �0.96 at 300 K and increasing 1.75 at 700 K, was
predicted (cf., bulk SiGe has a ZT � 1 at 1000 K [8]).

In summary, carrier pocket engineering entails the selection of
favorable growth orientations to increase the number of conduc-
tion valleys. However, this method requires meticulous materials
design and may not be applicable in the as-formulated form to
materials with conduction valleys solely at one point in the
Brillouin zone, e.g., for p-type Si and Ge, which have the valence
band maximum at the G-point.

2.4.4. Semimetal–semiconductor transition for increased power

factor

Elemental Bi possesses two attributes of good thermoelectric
materials: (1) a large m due to large relaxation time and low
effective mass (m = 3.5 m2/V s, compared to 0.14 m2/V s for Si),
and (2) low kL due to heavy atomic mass (kL � 0.9 W/mK) [44].
However, since Bi is a semimetal, its CB and the VB overlap
slightly, and jSj is small due to competing contributions from both
bands.

However, if the competing contributions can be reduced, then
Bi could exhibit large power factor. It was then pointed out that the
confinement potential could be used to shift the CB minimum up
and the VB maximum down, thus creating a band gap in Bi
quantum wells [45], as illustrated in Fig. 15. The quantum well
could subsequently be doped p- or n-type to obtain maximum S2s.
The induction of the semimetal (SM)–semiconductor (SC) transi-
tion [44] to achieve higher S2s has been studied in Bi, both
theoretically and then experimentally (see Section 2.6.5), and in Bi-
Sb alloys [46,47]. It may be also possible to induce SM–SC
transitions in graphene through the formation of carbon nanotubes
[48].

It was suggested that large power factor could be obtained from
semimetals without SM-SC transitions, as well. Thonhauser et al.
suggested that Bi can have larger power factor compared to Bi2Te3

if the dopant concentration is sufficiently large to push the Fermi
level deep into the valence or the conduction band (i.e., EF = 0.25 eV
from band edge) [49]. This effectively makes the Bi a single band
lk AlAs heterostructures. (b) Density of states for [1 1 1] GaAs (2 nm)/AlAs (2 nm)

that in (a). (c) The calculated ZT of GaAs/AlAs quantum well superlattices is increased

et (solid line) (reprint permission from [43]).



Fig. 17. Multi-quantum well (MQW) has an ‘‘ideal’’ 2D density of states, g(E), with a

sharp, step-like profile, while the density of states of a quantum well superlattice

(SL) is ‘‘broadened’’ due to effect of electron tunneling. a is the period of the

superlattice (reprint permission from [66]).

Fig. 15. The valence and conduction band (VB and CB) overlap in bulk Bi is reduced

through using Bi quantum well structures by the cross-movement of the bands

due to confinement energy. At the semimetal–semiconductor transition point, a

band gap is induced. Subsequent doping would be required to make the material

p- or n-type.

P. Pichanusakorn, P. Bandaru / Materials Science and Engineering R 67 (2010) 19–63 33
material. However, we have not seen supporting experimental
evidence that confirms the calculations.

2.5. Consideration of barrier layers in superlattices

A common realization of quantum-confined devices is in the
form of superlattices, where multiple quantum wells could be
separated by a wide-bandgap barrier material, or where nanowires
are embedded in a matrix, as depicted in Fig. 16. The transport
coefficients of superlattices can be described by treating the
quantum well/nanowire and barrier materials as parallel con-
ductors. For example, the properties of quantum well superlattices
(subscript ‘‘SL’’) would be the sum of the properties of the quantum
well (subscript ‘‘a’’) and barrier (subscript ‘‘b’’) materials as

SSL ¼
Sasaaþ Sbsbb

saaþ sbb
(35)

xSL ¼
xaaþ xbb

aþ b
; x ¼ s; ke; or kL (36)

ZSL ¼
S2

SLsSL

ke;SL þ kL;SL
¼

saa�sbb
ke;aa�ke;bb S2

asa

ke;a þ kL;a þ kL;b
b=a

(37)

The barrier material would ideally be electrically insulating since
charge carriers are confined in the quantum well layer, and we may
assume that saa� sbb (i.e., the sheet resistance of the barrier
layers is much greater than that of the quantum well layers) and
ke,aa� ke,bb. However, we could not always assume that
kL,aa� kL,bb . With these assumptions, the figure of merit of the

superlattices (ZSL) would depend on the lattice properties of both
materials, but would include the electrical properties of just the
quantum well material, as indicated through the right hand side of
Fig. 16. Schematic cross-section of (a) quantum well and (b) nanowire superlattices.
Eq. (37). In superlattices, there are several issues concerning the
effect of barrier material [41,50–53].

While the quantum well/nanowire thickness (a) should still be
as small as possible to enhance the power factor of the quantum
well/nanowire (S2

asa), the barrier layer thickness (b) must be
optimized to balance the effect of electron tunneling and parasitic
heat conduction on Z. Tunneling is a quantum mechanical effect
whereby electrons can penetrate the potential barrier, thus
escaping confinement in the quantum well/nanowire. However,
since the tunneling electrons never exist within the barrier layers,
they do not increase carrier concentration or electrical conductivi-
ty of the barrier material itself. The coupling of nearby quantum
wells/nanowires through tunneling introduces additional energy
states, which broadens and reduces the DOS in the quantum wells/
nanowires as shown in Fig. 17. The reduction in DOS caused a
reduction in power factor and ZT [51], as shown in Fig. 18 when
a = b = 2.5 nm. To prevent tunneling, it is necessary to have either
thick barrier layer or large band offset between the quantum well/
wire and barrier materials. Either solution unfortunately comes
with a problem of its own.

The use of thick barrier layer increases parasitic heat conduc-
tion, which reduce ZT substantially. Eqs. (36) and (37) show that
increasing b (or b/a) will essentially increase kL,SL and decrease ZSL.
Parasitic heat conduction entails that the barrier layers can
conduct much heat away from the source to the sink without
Fig. 18. The ZT of Bi2Te3 quantum well superlattice (solid line) with equal quantum

well layer and barrier layer thickness. The dashed line represents the ZT of ideal

multi-quantum well structures. The decrease in ZT at a �2.4 nm is due to electron

tunneling. The dash-dotted line is similar to the solid line except that only 1 sub-

band was included in the calculation (reprint permission from [51]).
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contributing to electrical power generation. Likewise, parasitic
heat flow counters the heat-pumping action in a refrigeration
device, leading to reduced efficiency. Since materials similar to the
quantum well/nanowire are often chosen for the barrier material
as well, to facilitate heterostructure growth, the thermal conduc-
tivities are comparable and both must be considered. The
significant reduction from the ZT value of the dashed line (which
assumes b = 0) to that of the solid line (b = a) shown in Fig. 18 is
attributed to such parasitic heat conduction.

The tunneling probability can also be reduced by increasing the
band offset through the use of wide band gap material as a barrier
[28]. However, large band offset can enhance electron scattering at
the interface and reduces mobility [41]. Fig. 19 shows that for a
band offset of 0.2 eV, the mobility is essentially unaffected and may
even be increased. However, a band offset of 1 eV can cause up to
40% loss of mobility.

Some confusion has also arisen from the preferences of different
authors in how the S2s or Z in superlattices are reported. For
example, while some stated the carrier concentration or electrical
conductivity per volume of the quantum well (i.e., sa), others state
these quantities per volume of the superlattices [50–52] (i.e.,
sSL = sa(a/a + b), which is equivalent to that of Eq. (36) if one
assumes saa� sbb). For example, while Hicks et al. have shown
that S2n in PbTe quantum wells in superlattices is larger than that of
bulk PbTe [15], Ishida et al’s interpretation of that same data
showed that the S2n of the quantum well superlattices is smaller than
that of bulk PbTe [28]. The subtle difference here is that while Hicks
et al. normalized the carrier concentration over the volume of just

the quantum wells, Ishida et al take into account the volume of the

entire superlattice, not excluding the volume of the barrier layers.
Their respective conclusions then show that while Hicks et al’s
PbTe quantum wells may be superior to that of bulk PbTe, the
entire superlattice as a device may be inferior.

This then suggest that having a thick barrier is undesirable since
increasing b reduces S2n of the superlattices (S2nSL). However, this
is not the case, since the apparent reduction in S2nSL is
compensated by the same reduction in ke,SL. Indeed, Eq. (37)
shows that ZSL would be equal to Za ¼ ðS2

asa=ke;a þ kL;aÞ, which is
completely independent of b, if kL,b was ignored. Therefore, the only
true disadvantage of having thick barrier is the increase in parasitic
heat conduction, which increases with barrier thickness as kL,b(b/
a).
Fig. 19. The carrier mobility, plotted as a function of the [1 0 0] PbTe quantum well

thickness, is diminished with increased height of potential barrier, V0, due to

enhanced carrier scattering at the interface (reprint permission from [41]).
In summary, the barrier thickness in the quantum well/
nanowire should be carefully optimized to balance the adverse
effects of tunneling, parasitic heat conduction, and loss of carrier
mobility due to interface scattering.

2.6. Experiments in the enhancement of power factor in

nanostructured thermoelectrics

Experiments in thermoelectric research are generally geared
towards either measuring the enhancement in power factor (S2s) or
the reduction in thermal conductivity (k). In this section, we review
experiments on PbTe-, Si-, and SrTiO3-based quantum wells, and Bi
nanowires, which are related to the first approach, while those
related to the latter approach are discussed in Section 3.

2.6.1. Characterization method for quantum wells (QWs)

The ability to fabricate high-quality quantum well super-
lattices with atomic scale control, through techniques such as
molecular beam epitaxy (MBE), has enabled two-dimensional
layered thermoelectric materials. The earliest material investi-
gated was PbTe, which was promptly followed by studies of SiGe.
Recently, quantum well structures made of SrTiO3 have also been
studied.

Quantum well superlattices were relatively easy to characterize
since the measurements are often done in the in-plane direction,
which allow for larger sample size along with a large temperature
gradient. This eases the handling, and measurement of S and s.
Furthermore, the thin film geometry of such superlattices enables
the use of the established van der Pauw technique for determining
n and m [54] from s and the Hall coefficient (RH). These
measurements allow for a comprehensive characterization as
shown in Fig. 20. The Fermi energy (EF) can then be estimated from
n, if the number of conduction valleys (N), and the density of states
effective mass (md) are known. Subsequently, S can be calculated
from EF and compared to experimentally measured values. Both
the relaxation time parameters, t0 and r, can be deduced from
measurement of the temperature (T) variation of either m or S.
Additionally, the Nernst coefficient (Q) could be determined as
well, and gives direct information on the values of r. The
measurement of S, s, RH, and Q and subsequent determination
of material parameters are accomplished by the method of four

coefficients [23,55].
In heterostructure devices such as the quantum well super-

lattices, the measured transport coefficients are a composite of the
quantum well and barrier material as described through Eqs. (35)–
(37). It is then necessary to perform additional measurements to
determine the individual characteristics of the quantum well or
barrier layers and extract the layers’ properties. Of course, if the
barrier layers are insulating, then the electrical properties of the
quantum well can be more easily extracted from those of the
superlattices.
Fig. 20. Flow chart showing how the measured resistance (R) or sheet resistance (Rs)

or electrical conductivity (s), along with the Hall (RH) coefficient can be used to

determined carrier concentration (n) and mobility (m). If the Seebeck (S) and Nernst

(Q) coefficients are also measured, then all relevant parameters such as the effective

masses (m*) and number of conduction valleys (N), the scatterings constants (r and

t0), and the Fermi level (EF) can be determines as well.



Fig. 22. (a) S2n for [1 1 1] PbTe/PbEuTe MQW [15,35] (filled and open circles) and

[1 0 0] PbTe/EuTe superlattices [28] (open square) increases as a function of

decreasing quantum well thickness. Mobility values (in cm2/V s) are labeled above

data points (reprint permission from [15]) (b) 2 nm quantum wells showing larger

jSj for the same carrier concentration as 4 nm quantum wells and bulk PbTe (reprint

permission from [35]).

Fig. 21. Measured band gap of bulk PbTe and Pb0.927Eu0.073Te and sub-band energy

levels of longitudinal (l) and oblique (o) valleys in 5.3 and 2 nm [1 1 1] oriented PbTe

quantum wells. The energy level reference is with respect to the bulk conduction

band edge of PbTe (reprint permission from [15]).
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2.6.2. PbTe-based nanostructures

Bulk PbTe is a direct band gap (Eg � 0.31 eV) semiconductor
with both the conduction band minimum, and the valence band
maximum at the L-point of the Brillouin zone. Its crystal
structure is face-centered cubic (fcc), and there are eight
equivalent L-point in the 1st Brillouin zone. Subsequently, both
p-type (Bi doping [15]) and n-type (Na doping [27]) PbTe
have four full (or eight half-full valleys, which straddle the edge
of the first Brillouin zone) conduction valleys at the L-point
(N = 4). The CB and VB coupling induces non-parabolicity in the
band resulting in small, anisotropic, temperature-dependent
effective masses (i.e., mL = 0.35m0, and mT = 0.034m0 at 300 K
[41]). The large difference between the mL and mT induce strong
anisotropy in the transport coefficients. Additionally, PbTe has a
large m, and small kL, which contribute to a high ZT of �0.6 at
the temperature of 700–800 K. Doping PbTe with Sn (n-type)
could further reduce kL and increase the ZT to greater than 1 [8]
(Figs. 21 and 22).

The enhancement of S2s in nanostructures was first demon-
strated in modulation-doped n-type [1 1 1] PbTe/Pb0.927Eu0.073Te
multi-quantum wells (MQW) fabricated via MBE by Hicks and
Harman in 1996 [15,35]. As the bandgap and effective mass of the
PbEuTe barrier layer (45 nm thickness) increased with Eu
concentration, electrons are confined in PbTe layers. At 7.3% Eu
concentration, the conduction band offset is estimated to be
171 meV, as shown in Fig. 23. The quantum confinement effects
were verified through infrared transmission analysis, which
showed the presence of energy levels consistent that of the
oblique and longitudinal sub-bands. In [1 1 1] PbTe quantum wells,
the degeneracy of the single longitudinal valley is lifted from the
Fig. 23. The DOS of PbTe quantum wells superlattices (heavy solid line), and the bulk PbT

bands, while 1, 2, and 4 refer to the 1st, 2nd, and 4th lowest sub-bands. Electron densi

concentration of 5 � 1018/cm3 (reprint permission from [28]).
three oblique valleys because the oblique valleys have smaller
confinement effective mass and thus experience larger confine-
ment potential.

An enhancement in the S2n over the best bulk value was
observed in MQWs up to a thickness of at least 5 nm by Hicks et al.
[15], as shown in Fig. 22. Harman et al. also reported an
enhancement of S2n, but only for 1.7 nm MQWs [35]. There is a
slight discrepancy in the reported data and the theoretical model
(solid line), which assumed constant relaxation time (r = 0) and the
ml = 0.620m0 and mt = 0.053m0. These effective mass values are
e (light solid line). The subscripts l and o refer to the longitudinal and oblique sub-

ty distribution is also shown by the dotted line, and corresponds to a total carrier
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considerably larger than the bulk values, and were extracted from
optical measurements [56]. It was later thought that the increase in
effective mass is due to penetration of electron wave function into
the PbEuTe barrier layer, which has a larger effective mass
compared to that of PbTe [57]. We speculate that a better fit may be
attained if r < 0 (i.e., r = �1/2 for phonon scattering) is assumed,
and which would also lowers the value of jSj.

The enhancement of jSj is also clearly shown to be a result of
confinement rather than a simple variation in n and EF in Fig. 22(b).
For equivalent n, the jSj of the 2 nm MQW samples are clearly much
larger than that of bulk samples, while those of the 4 nm MQW
were comparable. Note that both bulk and quantum well samples
exhibit a linear relationship between jSj and log10(n).

The m of the PbTe QWs (�640–1420 cm2/V s, Fig. 22) is similar
to that of comparatively doped PbTe thin film (1200 cm2/V s) and
bulk PbTe (1000–1700 cm2/V s), but much greater than that of
PbEuTe (45 cm2/V s). The growth conditions may explain the large
variation in the QW mobility values while interface scattering may
explain the reduced m for the QW and the thin films, compared to
the bulk samples. However, as discussed in Section 2.5, a potential
barrier of 171 meV is not expected to provide a strong enough
interface scattering to significantly affect m [35]. A large m of
1420 cm2/V s for the QWs, which exceeds that of doped PbTe thin
film, may also suggest that modulation doping (through carrier
transfer from the barrier to the QW) is effective in increasing m for
a number of samples.

Assuming the bulk value of k for PbTe, the concomitant
enhancement of the power factor should yield a ZT of 1.2–2 for the
PbTe quantum well at 300 K. However, it should be noted that the
effective figure of merit for the entire structure (ZTSL) would be
much lower due to severe parasitic heat conduction through the
thick PbEuTe layers as shown in Table 3.

In 2008, Ishida et al. reported a similar enhancement of S2n in n-
type [1 0 0] PbTe quantum well (5 nm)/EuTe barrier layer
(0.66 nm) quantum well superlattices [28]. The larger band gap
of EuTe compared to PbTe produced a large 1 eV band offset, which
allowed the barrier to be much thinner while preventing excessive
tunneling. The growth along the [1 0 0] should offers a more
favorable density of states than the [1 1 1] direction, as the valley
degeneracy (N) is preserved, which is shown through the
comparison of the DOS in Fig. 23. Consequently, given the same
n and a, the [1 0 0] QW structures should have a lower EF and larger
jSj than the [1 1 1] oriented QWs. S2n measured by Ishida et al for
the [1 0 0] quantum wells has been renormalized to the volume of
the quantum well alone (assuming negligible barrier layer
conduction), and plotted alongside Hick and Harman’s data in
Fig. 22(a). Slightly larger S2n was observed in the case of the [1 0 0]
superlattices.

However, as the value of m was not reported, it is not known
whether the power factor was enhanced or not. While the use of
very thin EuTe barrier layers significantly reduces parasitic heat
conduction, it may also reduce m due to the large potential barrier
offset (see Section 2.5, Fig. 19). Such a large barrier (1 eV) could
Table 3
Projected ZT values for bulk PbTe, and PbTe-based multiple quantum well (MQW)

samples at 300 K. ZTQW was calculated from the reported value of S2n, assuming

bulk value of PbTe for kL and m. For the estimation of ZTSL, we assume the same kL for

both well and barrier material, and kL�ke, i.e. ZTSL = ZTQW(a/(a + b)).

PbTe QW

thickness

Orientation Barrier

material

Thickness ZTQW ZTSL

2 nm [1 1 1] PbEuTe 45 nm 1.2–2 0.05–0.09

5 nm [1 0 0] EuTe 0.66 nm 0.75 0.66

Bulk PbTe

ZT = 0.10 at 300 K.
reduce the m in 5 nm PbTe QWs by up to 40% from bulk values due
to increased interface scattering [41]. For comparison, we assume
bulk values for m and k, and then calculate that the PbTe/EuTe
[1 0 0] superlattices would have ZT of 0.66 at 300 K.

Harman et al. also explored PbTe/Te quantum well and PbTe–
PbSe quantum dot superlattices. However, confinement effects
were not observed. Although an enhancement of S2n for both
systems was initially reported in the year 2000 [58,59], the results
were later rejected in 2008 and considered to be a result of carrier
concentration measurement error due to non-ideal configuration
of the van der Pauw setup [60]; the PbTe/PbEuTe quantum well
superlattices’ measurement results (also by Harman et al. [35])
were not mentioned in the errata. X-ray diffraction analyses also
confirmed that the PbTe/Te superlattices ‘‘were essentially just
PbTe’’. Thus, unlike PbEuTe or EuTe, Te does not appear to provide a
sufficient potential barrier for electron confinement. There also
appears to be no electron confinement and no enhancement of the
power factor in PbSe nanodots superlattices. Additionally, the
mobility of the PbTe–PbSe superlattices actually decreased from
that of bulk PbTe, resulting in smaller powers factors for the
superlattices. The advantage of PbTe–PbSe quantum dot super-
lattices over bulk PbTe then appears limited to just the reduced
lattice thermal conductivity due to phonon scattering by PbSe
nanodots [60,61].

An interesting enhancement of S2n was recently reported in
bulk p-type PbTe doped with Tl by Heremans et al. [27]. In this
case, instead of quantum confinement effects, resonant states [62]
formed due to the interaction of the Tl with the valence band of
PbTe leads to an increase in the DOS near the band edge, as
illustrated in Fig. 24(a). Optical measurements on 1.5% Tl–PbTe
sample indicated that the resonant states were located �0.06 eV
below the band edge, and increase the DOS by a factor of 2.6
above the bulk value. Electrical and thermal measurements
showed a higher S2s for the 2% Tl–PbTe sample, but with the
same k as a Na–PbTe control sample, which led to the doubling of
ZT near 800 K as shown in Fig. 24(b). Enhancement of S2n was
also observed at lower temperature of 300 K; however, the ZT did
not seem to be enhanced at this temperature. The increase in S2n

with increased DOS is consistent with the explanations in Section
2.4.2. The use of transition metal doping to increase the DOS and
power factor in bulk material is attractive as such materials may
be easier to characterize and manufacture. Extensive review
of transition metal-doped lead chalcogenide can be found in
[62].

2.6.3. Si/SiGe-based QWs

Bulk Si0.7Ge0.3 has a ZT close to�1 at 1100 K, and was pioneered
in the early 1960s for use in radioisotope thermoelectric
Fig. 24. (a) A spike in the density of states (solid line) above the bulk value (dashed

line) occurs due to resonant states in Tl-doped PbTe. (b) The measured ZT of Tl-PbTe

and Na-PbTe samples for 300–800 K indicates an improvement due to the addition

of Tl (reprint permission from [27]).



Fig. 25. Band bending in the conduction band (CB) of modulation-doped SiGe/Si superlattices (top figure, Sun et al. [65]) and in valence band (VB) of uniformly-doped Si/SiGe

superlattices (bottom figure, Kato et al. [64]) may reduce the potential barrier thickness, allowing for significant tunneling by confined electrons and holes. Thermionic

emission also possible given the small barrier height (�0.1–0.2 eV).

Fig. 26. S2n of n-type Si/SiGe superlattices (*) from Sun et al. [65] and p-type SiGe/

Si superlattices (*) from Kato et al. [64]. Carrier concentration per superlattices’

volume is labeled next to data point. Theoretical calculation (solid line) is for the n-

type superlattices. The maximum value of S2n for bulk p- and n-type Si0.7Ge0.3 at

300 K were estimated from Ref. [36] (reprint permission from [65]).
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generators (RTG) for deep-space satellites. In contrast to PbTe, SiGe
is an indirect band gap semiconductor with large md but smaller m.
Generally, the band structure [63] and electronic properties of
Si1�xGex alloy with x < 0.8 are Si-like with the lowest conduction
minima near the X-point (N = 6) in the Brillouin zone. For x > 0.8,
Si1�xGex can be modeled through a Ge-like band structure with
conduction band minima at the L-point (N = 4). The alloying of Si
with Ge takes advantage of the high S2s intrinsic to Si while
drastically reducing the kL from 133 W/mK for Si, to�10 W/mK for
Si0.7Ge0.3 alloy at 300 K. At 1100 K, kL is �4 W/mK for Si0.7Ge0.3.

Si/Si1�xGex superlattices were studied by (1) Kato et al. [64] and
(2) Sun et al. [65]. In the first study, Si0.8Ge0.2/Si superlattices,
fabricated by MBE on a [1 0 0] Si substrate, were uniformly-doped
p-type, with the Si0.8Ge0.2 as the quantum well (QW) layer and Si as
the barrier layer. In the second study, Si/Si0.7Ge0.3 superlattices
were modulation-doped n-type, with Si as the QW layer and
Si0.7Ge0.3 as the barrier layer. Similar carrier concentrations
(n � 1019/cm3), quantum well thicknesses (a � 1–5 nm), barrier
thickness (b � 20–30 nm), and number of periods (10–15), were
used in both studies. Si/SiGe heterostructures have a Type-II band
alignment [66], where holes and electrons may be confined in the
SiGe and Si layers, respectively, as illustrated in Fig. 25.

Significant barrier conduction was expected by both authors.
For example, Kato et al. estimated that �70% of the electrical
conduction occurs in the Si barrier layers. This is plausible since the
barrier layers are heavily doped in both studies. Additionally, the
potential barrier is relatively low (due to a small band offset of 0.1–
0.2 eV) and thin (due to significant band bending as a result of
heavy doping in the barrier layer), which can lead to both
thermionic emission over the barrier and tunneling as shown in
Fig. 25. Both thermionic and tunneling currents would reduce
quantum confinement effects. It should be noted that the former is
a classical effect where thermally excited electrons gain adequate
energy to surmount the potential barrier, while the latter is a
quantum mechanical effect, where the tunneling electrons
penetrate through the barrier in spite of having lower energy
than the barrier.

The combination of barrier conduction and lack of detailed
analysis and additional evidence of confinement effect raises doubt
in regard to the observed increase of S2n, as shown in Fig. 26. For
example, Kato et al. hypothesize that the enhancement of S2n (as a

is decreased) observed in the superlattices could simply be due to
the increased proportion of Si (the barrier thickness, b, was the
same for all samples), which was thought to have a higher jSj
compared to the Si0.8Ge0.2. Since measurements on individual
layers were not performed, it was not possible to explicitly
determine the transport coefficients of the quantum wells. The
theoretical model by Sun et al., also plotted (as a solid line) in the
figure, was not explained in detail but supposedly assumes optimal
dopant concentration and constant relaxation time. The overesti-
mation of the model was attributed to the variation of the actual
layers thicknesses due to strain caused by lattice mismatch.

Nevertheless, the comparison to the best bulk value of the S2n

for SiGe appears to show an enhancement. The best bulk values
were not stated by Kato et al. or Sun et al., and consequently were
compiled from [36]. In both cases, the S2n values for the smallest
superlattices are up to 2–3 times greater than the best bulk value,
which indicates that the enhancement is likely due to the increase
in DOS, rather than the increase in n (note that n coincidentally
increases as a decreases - see Eq. (24)). It is also interesting to note
that the increase in the S2n for superlattices measured by Kato et al.
appears weaker than that of Sun et al. This could perhaps be due to
the larger barrier conduction in the former, as explained
previously.

It was also noted that while the m of the n-type Si/Si0.7Ge0.3

superlattices decreased with a, perhaps due to increased interface
scattering, it was much higher compared to bulk Si or Si0.7Ge0.3

samples with smaller n and a. For example, m � 535 cm2/V s for
superlattices with n = 1.8 � 1019/cm3, while m of bulk n-Si with
similar n is only�100 cm2/V s [67]. As n is increased to 6.1 � 1019/
cm3, the m of the Si/Si0.7Ge0.3 QW superlattice, now measured to be
�105 cm2/V s, approaches the value for Si. The higher mobility
values might be indicative of the efficacy of modulation doping.

An indication of carrier pocket engineering was reported in n-
type Si/Ge superlattices by Venkatasubramanian et al. [68], and is
shown in Fig. 27 through the variation of the S2s with the



Fig. 27. The measured S2s vs. the superlattices period in n-type Si/Ge superlattices

(reprint permission from [68]).
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superlattice period, d. For d > 10 nm, the slight increase over bulk
material values was attributed to the increase in the DOS due to
confinement. For 4 nm < d < 10 nm, the sharp increase was
attributed to the transfer/redistribution of electrons from lighter

md L-conduction valleys to higher md X-conduction valleys,
induced by the confinement potential, as discussed in Section
2.4.3. The maximum S2s of 163 mW/cm K2 was observed at
d = 4 nm. For d < 4 nm, the decrease in S2s was possibly due to the
reduction in m due to increased interface scattering. A lower in-
plane thermal diffusivity (�0.02 cm2/s), compared to the bulk
value (�0.055 cm2/s), was also measured in the superlattices. The
highest ZT, of 0.75 at 300 K, was obtained at d = 7.5 nm. However,
there is again a lack of detailed modeling and additional evidence
of confinement effects to support the conclusion that the
observations are due to confinement alone.

Carrier pocket engineering was also investigated on [1 0 0]
oriented n-type Si (2 nm)/Ge (2 nm) superlattices [69]. While the
h1 1 1i orientation was deemed the best growth orientation [42],
fabrication of high-quality defect-free [1 1 1] superlattices could
not be achieved. The magnitude of S indicated that ionized
impurity scattering was dominant. However, the assumption of
such a scattering mechanism overestimated the m. The discrepan-
cy between the measured and expected S2s, as shown in Fig. 28,
was explained a result of an additional contribution from acoustic
phonon and defect scattering.

The superlattices would have a ZT of �0.1 at 300 K, assuming a
kL �5 W/mK. The 7-fold increase in ZT compared to the expected
nominal value of 0.014 for bulk Si, was posited to be a successful
validation of the conduction valley/carrier pocket engineering
concept. However, since the kL for Si (�133 W/m K) is actually
about twenty-six times bigger than that assumed value for the
superlattices, this comparison actually suggests that the S2s of the
Fig. 28. The measured S2s of n-type Si (2 nm)/Ge (2 nm) superlattices was lower

than expected, and was explained as a result of additional scattering by

superlattices interfaces (reprint permission from [69]).
superlattices must be much smaller! In fact, the maximum S2s
measured here (�15 mW/cm K2) is an order of magnitude smaller
than that observed by Venkatasubramanian et al. (�160 mW/
cm K2). Additionally, Koga et al.’s calculations did in fact suggest
that the lowest L-valley sub-bands in Ge would be �0.5 eV higher
than the lowest X-valley sub-bands in Si, which implies a minimal
contribution from the former [42]. Consequently, the validity of
carrier pocket engineering seems to be questionable in this case.

In summary, while some experimental work seems to show an
enhancement of S2n over bulk value, the lack of detailed theoretical
calculations that take into account the influence of the barrier
conduction makes clear interpretation difficult. Consequently the
claims of S2s enhancement due to quantum confinement, and
evidence of carrier pocket engineering is still unclear. It should also
be noted that the optimal temperature of SiGe based alloys is over
1000 K, and the ZT at room temperature is much smaller than that
of Bi2Te3. Hence, SiGe should be operated/characterized at much
higher temperature. However, the possible degradation of the
nanostructures due to atomic diffusion may render operation at
such high temperatures difficult or impractical.

2.6.4. Metal oxide-based QWs

While materials with smaller band gaps (e.g.,�1 eV) are limited
to lower temperature because of the earlier onset of bipolar
conduction, metal oxide-based thermoelectrics with larger band
gaps are suitable for high temperature operation in applications
such as waste heat recovery from industrial processes, due to their
chemical and thermal stability. We focus on SrTiO3 in particular,
which has received much attention lately. It should be mentioned
at the very outset, that generally the growth of stoichiometric
metal oxide thin films is challenging due to the issues associated
with oxygen vacancies.

SrTiO3 has a large band gap (Eg = 3.5 eV), which from the 10kBT

rule suggests that bipolar conduction would not be an issue for
temperature less than 4000 K. The conduction band of SrTiO3 has a
minimum at the G-point of the Brillouin zone (N = 1), formed by
triply degenerate Ti d-orbitals, with very large and anisotropic
effective masses (mt = 1.1m0 and mL = 20m0 to 50m0) yielding
md = 6m0 to 13m0 [70]. Due to the large md and DOS, the carrier
concentration can be very high while the jSj is reasonably large.
Indeed, the optimal carrier concentration in both bulk Nb-doped
[71] and La-doped [37,71] SrTiO3 (both n-type) were found to be
approximately 3.3 � 1020 and 1021/cm3, respectively, while the jSj
is close to the predicted optimal value of 167 mV/K (Section 2.4.1).

The optimal n increases with temperature, and was found to be
�4 � 1021/cm3 for Nb-doped samples grown by pulsed-laser
deposition (PLD). While cumbersome and inefficient for mass
production, PLD was necessary to overcome the thermodynamic
dopant solubility limit of 4 � 1020/cm3 [38]. The ZT was shown to
peak at �0.4 at 1000 K. Research into new synthesis methods that
can overcome these thermodynamic limits, or the use of multiple-
electron donors to enhance carrier concentrations, could improve
the prospects of SrTiO3 in high temperature thermoelectric
application.

A large enhancement in the S2s as a result of quantum
confinement effects was observed in Sr(Ti0.8Nb0.2)O3/SrTiO3 multi-
quantum wells (MQW) [72,73]. The QW formation in doped
Sr(Ti0.8Nb0.2)O3 layers was due to the localization of electrons from
the Nb donors, as confirmed through electron energy loss
spectroscopy (EELS) and optical absorption measurements [72].
As shown in Fig. 29, a very large (dotted lines) twenty-seven-fold
enhancement of S2n over that of comparatively doped bulk SrTiO3

was observed. A more moderate increase of ZT from 0.09 in bulk to
2.4 in quantum well was seen (solid lines) for the sample with
smaller barrier thickness (b = 9 unit cells), presumably due to
tunneling effects. However, when parasitic heat conduction is



Fig. 29. The S2n of Sr(Ti0.8Nb0.2)O3/SrTiO3 superlattices vs. quantum well thickness.

Both Ohta et al. [72] and Mune et al. [73] data are presented. The barrier thicknesses,

in unit cell, are b = 9 for Ohta et al. and b = 16 for Mune et al.

Table 4
Materials with large effective mass tend to have large S2n but small m (the best S2n

values which were taken from Figs. 22, 26, 29).

S2n (1023 mV2/K2 cm3) Bulk, m (cm2/V s)

Bulk QWs

PbTe [from Fig. 22] 1.6 8 1400

n-SiGe [from Fig. 26] 15 65 100

SrTiO3 [from Fig. 29] 100 5000 6

Fig. 30. The critical length scale, dc for the SM–SC transition in Bi nanowires

increases as temperature is decreased, and differs according to crystal orientations.

The binary (x), bisectrix (y), and trigonal (z) directions are parallel to the principal

crystallographic axes, while the ½1 0 1̄ 1� and ½0 1 1̄ 2� are experimentally observed

growth orientations for large (>50 nm) and small (<50 nm) diameter wires (reprint

permission from [78]).
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considered, the effective ZT for this MQW would be reduced to
�0.24.

Although the S2n of SrTiO3 is much larger than that of PbTe and
SiGe, the S2s is still comparable due to very low m, as shown in
Table 4. The low m is a result of the localized nature of the d-orbital
electrons and very large effective masses. Otherwise, SrTiO3 has
relatively comparable kL � 3 W/mK at 300 K, which increases to
10 W/mK at 1000 K [71]. The increasing kL (with temperature) is
due to an increased number of active phonon modes associated
with the oxygen atoms, and could lower ZT at high temperature,
which would unfortunately diminish the high temperature
advantages of SrTiO3.

2.6.5. Bi nanowires

As discussed in Section 2.4.4, Bi has potential for high Z due to
high m and low k. However, Bi must first be converted from
semimetal (SM) in bulk form to a semiconductor (SC), which can be
accomplished through quantum confinement effects. This provides
the motivation for the study of Bi quantum wells and nanowires.
Furthermore, since Bi has small effective mass and large carrier
mean free path, the quantum confinement effects can be observed
at much larger length scales. For example, a ZT of 3 was predicted
for a 10 nm Bi quantum well [44], whereas a similar value of ZT

would be expected for a PbTe quantum well of 1 nm thickness [39].
Bi nanowires are easier to fabricate than quantum wells as Bi

has a very low melting point (�271 8C), which makes the synthesis
amenable to melt-injection and vapor-deposition techniques. Bi
nanowires with diameters around 7 nm have been fabricated in
porous alumina templates, which can be easily prepared with good
control over pore size, via electrolytic processes. Moreover,
alumina is an electrical insulator, and will not interfere with
electrical measurement of the embedded Bi nanowires and could
be selectively etched away leaving behind Bi nanowires [74].

Subsequently, there has been much theoretical and experi-
mental work to determine the properties of Bi nanowires, with the
emphasis on identifying the critical wire diameter, dc, where the
SM–SC transition occurs. Early calculations assumed parabolic
bands at the L-point of the conduction band and the T-point of the
valence band, relied on the cyclotron effective masses, and
modeled the nanowire cross-section as a square to determine dc

[75]. These early values of dc were subsequently refined through
inclusion of non-parabolic band model for the conduction band L-
point [76,77], assumption of circular instead of square nanowires,
and using calculated effective masses for the individual conduction
valleys in place of the cyclotron effective mass, which is essentially
an average of effective masses of multiple valleys [78]. This latter
effort indicated that, at 77 K, the dc should equal 55.1, 39.8, 48.5,
48.7, and 49 nm for circular Bi wires orientated along the trigonal,
binary, bisectrix, ½1 0 1̄ 1̄�, and ½0 1 1̄ 2̄� directions, respectively. X-
ray diffraction analysis has revealed that ½1 0 1̄ 1̄� is preferred
growth direction for larger diameter nanowires (d > 60 nm), while
½0 1 1̄ 2̄� is preferred by smaller nanowires (d < 50 nm) [79].
Nevertheless, both orientations are of similar symmetry as that
of the bisectrix direction, and thus the band structure and dc are
similar in value for all 3 directions.

In addition to the dependence on crystal orientation, the dc also
depends on temperature. As illustrated in Fig. 30, the dc decreases to
15.4, 11.2, 13.6, 13.6, and 14.0 nm for the aforementioned
orientations as temperature rises to 300 K. Note that most
measurements and calculation results are often stated for 77 K,
which is deemed the suitable cryogenic operating temperature for
a Bi nanowire-based cooler.

It was also theoretically shown by Lin et al. [78] that both p- and
n-type Bi nanowires can have the exact same ZT when d < 5 nm.
Normally, large-diameter p-type Bi nanowires are expected to be
inferior to n-type wires due to unfavorable orientation of the
dominant T-point valence band valley. However, when d < 5 nm,
the T-valley is pushed to below the L-point valence band valley by
confinement effects. Since the L-point valence band valley is a
mirror image of the L-point conduction band valley, both p- and n-
type 5 nm Bi nanowires are expected to have identical electronic
properties with a predicted ZT of �6 at 77 K.

Experimentally, the behavior of resistance versus temperature,
R(T), is often used to demonstrate the SM–SC transition [74,77,80].
Since it is not possible to identify the number of wires in a typical Bi



Fig. 31. The variation of the normalized resistance with temperature for Bi

nanowires indicates a semimetal–semiconductor transition at �50 nm (reprint

permission from [80]).
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nanowire array, normalized resistance, Rn(T) = R(T)/R(300 K), as
indicated in Fig. 31 [80], is used instead. It is observed that Rn

increases with T for bulk Bi and Bi nanowires with d > 70 nm,
consistent with metallic behavior, whereas nanowires with
d < 50 nm exhibit semiconductor-like behavior where Rn

decreases with T. This behavior was subsequently cited as evidence
of a SM–SC transition. However, as the absolute value of s and m
was not determined in these nanowire arrays, it is arguable
whether the observed Rn(T) is truly indicative of the SM–SC
transition.

At least a few other studies have found contradictory results.
Firstly, theoretical calculations had earlier predicted dc � 15 nm at
300 K. Therefore, wires with �50 nm diameter are expected to be
metallic at room temperature, in contrast to the conclusions
reached through Fig. 31. Furthermore, measurement of S and s of
40 nm � 15 nm rectangular, polycrystalline Bi nanowires as a
function of gate voltage at 20 K showed semi-metallic behavior
[81]. Magnetoresistance measurements of arrays of 80 nm and
30 nm diameter Bi nanowires at 5 K also indicated a metallic state
[82].

The measurements of the S of Bi nanowires also have not been
very informative due to the large variation in experimental
variables among various studies, i.e., variability in wire diameter,
crystal orientation, dopant concentration and type (n- or p-),
temperature of measurement, etc. All these variables affect S, and
thus a comparison of data reported by different research groups is
not easy. Likewise, there has not been a very systematic study of
the effects of n vis-à-vis S in Bi nanowires to show conclusive
enhancement due to the band separation or DOS increase.

A few related studies will be presented. Cronin et al. [74]
measured S � �60 mV/K at 300 K for an array of 40 nm wires
orientated along the ½101̄1̄� direction. For comparison, the reported
S for bulk Bi at 300 K in the direction parallel and perpendicular to
the trigonal direction were �100 and �50 mV/K, respectively [45].
Huber et al. report a smaller S � 15 mV/K for an array of 200 nm
undoped nanowires (with unknown orientation) in the tempera-
ture range of 77–300 K [83]. Boukai et al. were able to measure the
S of a single undoped Bi nanowire, using gate bias to control the
carrier concentration, for 28 nm < d < 72 nm, and found a small
S � �10 mV/K [81]. However, since these nanowires were not
doped, an increase in jSj may not be seen even if a bandgap was
induced, as neither holes nor electrons dominate the conduction
process. Meanwhile, Heremans et al. claimed that the observation
of very large jSj � 300 mV/K in array of 9 nm nanowires was due to
a SM–SC transition [84]. However, such a value is unbelievably
large for an electrical carrier based diffusion process. According to
Eq. (28), such value suggests an energy separation between hEi and
EF of 30 eV which seems quite improbable. Hence, this observation
cannot be explained by conventional electron diffusion theory. To
our knowledge, the only other comparably value of jSj seen in
literature is perhaps the ‘‘giant’’ Seebeck coefficient of �30 mV/K
that was predicted in graphene, which was attributed to its
peculiar band structure with corresponding spikes in the DOS (see
Section 2.6.2) [85].

In summary, it was seen that Bi nanowire based thermoelectrics
research has been plagued by experimental uncertainty in
measurement and precludes definitive conclusions. Many of the
problems can be attributed to the paucity of measurement
methods that could individually determine n and m in the
nanowires. The use of magnetoresistance measurements, capable
of determining a complete set of relevant parameters (i.e., S, n, m,
and s), along with the characterization of the energy levels/sub-
bands [86,87] could help in this regard.

3. The effect of the lattice—thermal conductivity

Of the total thermal conductivity, constituted from the
contribution from the carriers/electrons (ke) and the lattice (kL),
the former is directly proportional to the electrical conductivity (s)
through the Wiedemann–Franz law (Section 2.3.3) and is generally
small in magnitude compared to kL. Consequently, in this section
we mainly address kL. As previously mentioned, a large majority of
the understood increase in the figure of merit, ZT, of nanostruc-
tured thermoelectrics has been facilitated through a decreased
contribution of the lattice thermal conductivity. A lower kL reduces
parasitic heat transport by the lattice and the consequent
increased proportion of heat transport by electronic carriers leads
to a more efficient heat-to-electrical energy conversion. In this
section, we will first review the phenomenology behind kL in order
to get a better appreciation of the extant ideas and experimental
efforts aimed at reducing kL.

3.1. Semi-classical theory of thermal conductivity

It can be derived from the elementary principles of the kinetic
theory of gases [88], considering energy transport through non-
interacting particles [89], that the lattice thermal conductivity is
kL ¼ CLvl, where CL is the heat capacity of the lattice per unit
volume, v is the average particle velocity, and l the particle mean
free path. The interested reader could refer to Kittel [88] for an
elementary exposition of this formula and its consequences. In a
solid, the ‘‘particles’’ involved in heat transport would refer to
the lattice modes/phonons. The same formula for kL is also
obtained through the semi-classical form of the Boltzmann
transport equation (Eq. (2) of Section 2.1), which is reproduced
below:

d f

dt

� �
sc

¼ d f

dt
þ dk

dt
rk f þ dr

dt
rr f (2)

k and r are now the wave and position vector of the phonons
(instead of electrons), and f is the Planck distribution function: fP

(instead of Fermi–Dirac function). The left hand side of the
equation is again approximated by the relaxation time ansatz,
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where the perturbed distribution function (fP) relaxes back to the
equilibrium distribution (fP,o) within the relaxation time (t), i.e.,
(df/dt)sc = (fp � fp,o)/t. At steady state (dfP/dt = 0) and neglecting the
momentum dispersion of the phonons, i.e.,5kf = 0, we get from the
ansatz that f P ¼ f P;o � tvrr f , where v ¼ dr=dt. Since the heat flux
Qðr; tÞ ¼

P
kv f pEðkÞ, we can now write:

Qðr; tÞ ¼
Z

v½ f P;o � tvrr f p�EðkÞgðEÞdE; (38)

where the summation over all the modes is replaced by an integral
involving a continuous density of states (DOS): g(E). The integral
over fP,o vanishes, and writing 5rfp =5Tfp5T, we get:

Qðr; tÞ ¼ rT

Z
tv2rT f pEðkÞgðEÞdE (39)

The kL is defined as the ratio of the Q(r,t) to the temperature
gradient (5T), i.e.,

kL ¼
Z

tv2rT f pEðkÞgðEÞdE (40)

This expression can be simplified to kL ¼ tv2CL by invoking the
definition of the lattice heat capacity ðCLÞ ¼ dU=dT ¼
ðd½
R

f pEðkÞgðEÞdE�Þ=dT as the temperature derivative of the total
energy (U). If the notion of a phonon mean free path, l ð¼ vtÞ is
introduced, then,

kL ¼ CLvl (41)

The crux of kL reduction, for obtaining a higher figure of merit in
thermoelectrics, is then embedded in ways and means to reduce
the individual components, i.e., CL, v, and l. Such aspects will be
considered next through an exposition of basic phenomenology.

3.2. The energy dispersion of phonons

In the previous section, two important assumptions were made,
i.e., (i) the particles/phonons were considered to be non-interact-
ing, and (ii) their momentum dispersion was neglected. While
these aspects do not qualitatively change the dependence of kL on
CL, v, and l, exemplified in Eq. (41), a deeper understanding of the
phonon interactions and dispersion would enable a better insight
into kL and is the purpose of this section. A simple model of the
influence of the interaction between atoms on discrete lattice
points in response to an applied force is implemented by
considering harmonic interactions between nearest neighbors,
through Hooke’s law, where the force is linearly proportional to the
displacement. The resulting modes of vibration of the lattice –
phonons, can be correlated with the quanta of vibrational energy. It
should be noted that there is no longer an analogy to non-
interacting particles as number and momentum conservation laws
are not strictly valid in the latter case [18]. Consequently, phonon
dispersion (phonon frequency – v vs. wavevector – k) relation-
ships of the form v ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
4K=m

p
sinðkao=2Þmay be derived, where a0

is the lattice point spacing and K is an indicator of the strength of
coupling (related to a spring constant like parameter) between the
points.

One can then determine the phonon group velocity, v, which
enters into the expression for kL through v ¼ dv=dk. It is to be noted
that the continuum mechanics formula for v ð¼

ffiffiffiffiffiffiffiffiffi
Y=r

p
Þ, with Y

being the elastic modulus and r the material density) is strictly
valid for l!1 or k! 0, e.g., for Si, with Y � 180 GPa and
r � 2330 kg/m3, v� 9� 103 m=s. It can also be deduced that the
number of phonons per unit energy – the density of states
(DOS) = (dN/dv) = (dN/dk)(dk/dv) is inversely proportional to v.

A single or multi-valued basis at a lattice point gives rise to low
energy acoustic phonon modes and higher energy optical phonon
modes named in relation to their response to acoustic (sound)
disturbances and electromagnetic radiation, respectively. Gener-
ally, the acoustic phonons describe the inter-unit cell response of
the lattice to external forces, e.g., temperature or voltage while the
optical phonons describe intra-cell interactions [90]. The former
have a larger spread of energy/greater energy dispersion, which
from v ¼ dv=dk, implies a greater distribution of phonon velocities,
while the energy dispersion of the optical phonon modes is quite
weak, i.e., with small dv/dk and low propagation velocity. Since a
low v is important for a reduced kL, it is important to consider
features in the v vs. k dispersion/phonon band structure which
have a small slope. The presence of internal structure (i.e., charge
or mass) at a lattice point would also yield additional optical
modes, with the implication that such modes have low group
velocity and do not contribute to the kL. Generally, the increased
entropy due to such additional modes could also result in a lower
kL.

Each acoustic and optical mode can further be decomposed into
one longitudinal and two transverse branches of polarization.
Extrapolating the phenomenology of lattice points to unit cells, it is
seen that for p number of primitive cells with q atoms/unit cell, the
total number of degrees of freedom is 3pq out of which only 3p

degrees can be accommodated through the acoustic modes.
Consequently, the remaining 3p(q � 1) degrees of freedom are
accommodated through the optical branches. The implication is
that structures with a larger number of unit cells (larger p) and
with more complex crystal structures (larger q) have a greater
number of optical modes and a reduced kL. These ideas lead to the
notion that an increased crystal complexity decreases kL. Such
structural characteristics are quantified through a complexity
factor, CF (defined as the number of atoms/primitive unit cell)
where kL is proportional to CF�2/3 [91,92]. A large span of CF was
postulated, e.g., CF = 1 (rare gas crystals, viz., Ar, Kr, etc.), CF = 2
(e.g., Si, Ge, GaAs, PbTe), CF = 14 (e.g., MgAl2O4), CF = 105 (e.g., b-
boron), and CF = 414 (e.g., YB68). As the kL varies over five orders of
magnitude (�103 to 10�2 W/mK), the minimum kL would
correspond to a maximum CF of �107 [93].

The crystal structure, through the acoustic and optical phonon
energies, also contributes to the lattice heat capacity, CL. We first
consider the contributions from the former. In the Debye model
approximation, the energy (U) is evaluated by considering the
velocity, v, of the acoustic modes to be a constant, independent of
polarization. The CL is estimated to be proportional to T

QD

� 3
where

QD is the Debye temperature. QD has the same significance for the
phonons as EF does for electrons, in that it can be used to describe
the energy through kBQD, of the acoustic phonons. QD is also
inversely proportional to the material density/lattice point spacing
[18] which in turn could be influenced through tensile and
compressive strain. However, scant attention seems to have been
paid in literature for reducing CL through the manipulation of QD.
The contribution of the optical phonons to the CL is evaluated next
through the Einstein model which assumes independent harmonic
oscillators [18] at a constant frequency, vo. The CL evaluated using
this model tends to the Dulong–Petit value (=24.9 J/mol K) at high
temperatures. As the latter was derived from the kinetic theory of
gases it may be surmised that the assumption of non-interacting
oscillators is more valid at higher temperatures.

The temperature variation of kL generally follows the variation
of CL, i.e., as T3 and such a dependence is indeed found at low
temperatures, e.g., at T < 20 K, for Si [94] and Ge [95]. At higher
temperatures, anharmonic interactions, e.g., phonon–phonon/
carrier/defect interactions, which involve a redistribution of
energy and momentum are necessary to understand the variation
of kL. We will first consider phonon–phonon interactions. It has
been found that the dominant interactions are of the three-phonon
collision type [96,97], which can be considered through an
N-process (Normal) and U-process (Umklapp). An example of a
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momentum conserving N-process involves a phonon–phonon
collision of the type: k + k0 ! k00, where k and k0 are the
wavevectors of the incident phonons, while k00 is the wavevector
of the resultant phonon. In the N-process, the phonon energy is
only redistributed from the incident phonons to the transmitted
phonons and an infinite kL is implied. On the other hand,
momentum non-conserving U-processes, represented through:
k + k0 ! k00 + G, result in excess momentum (represented through
G – the reciprocal lattice wavevector) from the phonon collisions.
The presence of G (=2p/a) where a is the lattice parameter, implies
a net phonon backscattering and a resistance to phonon and
thermal transport resulting in a finite kL. The tendency for the
occurrence of U-processes is found to be temperature dependent,
scaling as e�QD=2T , and is the basis of Eucken’s law [6], where kL

decreases with increasing temperature above QD. For thermoelec-
tric materials, operated at room temperature and beyond, the
latter relationship, i.e., kL scaling as 1/T generally holds and has to
be considered in the evaluation of the figure of merit.

Finally, a reduction of the kL could also be accomplished
through a reduction of the phonon mean free path l ð¼ vtÞ. This
provides a good motivation for the use of nanostructured
thermoelectrics, such as thin films and nanowires. While both
elastic and inelastic scattering processes are possible, typically the
inelastic scattering length is much greater than the elastic
scattering length and consequently we only consider the latter
limiting process. The length scales involved in phonon transport
can be classified in relation to the phonon wavelengths. As we have
seen from the phonon energy dispersion, there is a wide range of
wavelengths and wavevectors (l and k), ranging from the spacing
between individual lattice points (l = 2a, k = p/a) to the continuum
limit (l =1, k = 0). Additionally, important phonon wavelengths
(lph) can be associated with dominant interaction forces, e.g.,
when the temperature is taken as a generalized force [98] driving
the lattice vibrations, then the corresponding lph can be calculated
through E ¼ hv

l ph
¼ kBT , which at 300 K, is�1 nm. It is interesting to

note that as the corresponding wavevector is close to the edge of
the Brillouin zone, there are a large number of such thermal

phonons due to the increased DOS. When l is of the order of the
smallest lph, i.e., �2a, the minimum value of kL would be reached,
for a given CL and v. Yet another interpretation of the minimum kL

was attempted following an early proposal by Einstein [99], where
random transport of thermal energy from one oscillator/atom to
another throughout the solid over an average time t (=1/f), implies
l ¼ v= f ¼ lph. Consequently, a minimum value for the kL was
derived to be:

kL;min ¼
p
6

� 1=2

kBn2=3
X

i

vi
T

QD

� �2 Z QD=T

0

x3ex

ðex � 1Þ2
dx (42)

Eq. (42) has been used for predicting kL, min for a given mode
velocity, vi and number density, n, e.g., kL, min for Si is �1 W/mK
[100]. The above model has been justified from the fact that values
below kL, min have not yet been clearly discerned. The notion of kL,

min is very useful from the point of view of designing thermo-
electrics for an increased figure of merit, ZT. For example, if it is
definitely understood that values below kL, min are impossible, then
engineers should look to enhancement of the power factor as the
only option. This is especially relevant as kL values very close to the
theoretical minimum have been observed recently in silicon
nanowires [13].

However, the presence of nanoscale structures (i.e., nanopar-
ticles, nanorods, etc.) of size comparable to or smaller than l could
imply that a temperature gradient cannot be well defined across
the nanostructure and necessitate a modification of basic Fourier
heat conduction theory [101,102]. When the gradient cannot be
well defined [103], the heat flux (Q) between two temperatures, T1
and T2 and across an area (A) should be considered in terms of
radiative transport [104], through a Stefan–Boltzmann type
relationship of the form: Q ¼ AsBðT4

1 � T4
2 Þ, where sB is a constant

ð¼ ðp2=120Þðk4
B=�h3Þ

P
i1=c2

i Þ. The thermal conductivity is then
derived from the concomitant equation of phonon radiative
transport (EPRT) [104], where the l for determining kL is replaced
by an effective mean free path, leff = l/(1 + (4l/3d)), whereby a
reduced kL is predicted for an increasing ratio of l to the sample size
(d). The experimental verification of this formula would be useful
in verifying whether kL, min is indeed an absolute lower limit.

On the other hand, the upper limit of lph could correspond to
the sample size, d, which, for large d, can be related to the
continuum limit and the center of the Brillouin zone. Other length
scales involved in phonon transport include the coherence length
(jcoh), below which phonon wave interference effects must be
considered and above which diffusive, particle-like, motion is
dominant [105]. It has been estimated that jcoh is �1 nm for the
transverse phonons and �2 nm for the longitudinal phonons in
bulk GaAs [106]. Consequently, when l < jcoh < d, phonons can be
treated as particles and when l < d < jcoh, enhanced phonon wave
interference in the sample could induce the onset of localization
leading to phonon non-propagation and reduced thermal trans-
port. Alternately, phonon localization occurs when the lph is
comparable to l, i.e., kl � 2p. A wave to particle crossover was
indeed observed [107] computationally and seen to correspond to
a reduced kL. The treatment of phonons as waves also brings forth
the possibility of trying to understand the minimum thermal
conductance (K = kLA/L, for heat transport through a length L and
cross-sectional area A) due to phonons. This would help in
understanding the smallest quantity of heat transport possible in a
material and may provide additional insight into the lowest
possible kL. Such considerations then lead to a comprehension of
thermal transport through a quantum mechanical point of view.

3.3. The thermal conductance quantum

Hitherto, classical considerations through kinetic theory and
the Boltzmann transport equation have been used so as to define kL

as a macroscopically determined quantity. One can also take an
alternate point of view where the total thermal conductivity/
conductance in a sample is the sum of the contribution from
several (say, M) discrete phonon modes. The maximum amount of
heat that can be transported by any one given mode, at a certain
temperature, T, is then represented [108] by the quantum of
thermal conductance: go. The overall thermal conductance of a
material would then be proportional to Mgo. Considering the
propagation of phonons (of energy £v) along a one-dimensional
wire, for i longitudinal and transverse branches, the total energy
flux is represented through [108]:

Jth ¼
X

i

Z1
0

dk

2p
�hvnðvÞv (43)

The thermal conductance, Gth is then defined as the ratio of Jth to
DT and is given by:

Gth ¼
X

i

k2
BT

h

Z1
xm

x2ex

ðex � 1Þ2
dx; where x ¼ �hv

kBT
(44)

For the modes of the smallest energy, i.e., �hvðk ¼ 0Þ ¼ 0, and
with kBT < �hv, Gth ¼ go ¼ p2k2

BT=3h ¼ 9:456� 10�13 W=K2 (T). The
go then represents the maximum possible value of the thermal
conductance for a given mode at a given temperature [109]. Such a
value for go has indeed been experimentally determined [110]



Fig. 32. Skutterudite crystal structures (a) CoSb3, and (b) La/Ce doped FeSb3 compounds (reprint permission from [118]).

Fig. 33. The lattice thermal conductivity (kLattice) decreases (i.e., 1/kLattice increases)

with addition of Tl (x, in TlxCo4�ySnySb12�y). The dependence on x follows from the

average spacing of the Tl atoms (reprint permission from [119]).
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under carefully controlled geometries in one-dimensional, ballis-
tic, phonon channels.

3.4. Principles and experimental implementation of nanostructures

with reduced kL

One of the goals of the research in nanostructured thermo-
electrics, is to obtain a kL less than that in bulk thermoelectric
materials. Such a reduction does seem to have been achieved in
many cases with kL � 1 W/mK, and has contributed to the spurt in
the figure of merit. We will initially discuss general principles
commonly relevant to a decrease of kL.

3.4.1. Obtaining reduced thermal conductivity in bulk materials

Since kL is a property of the lattice, efforts have been made to
relate it to other lattice based characteristic properties such as
the compressibility (x), thermal expansion coefficient, melting
point (Tm), density (r), and the atomic weight (A) of the
constituent atoms [111]. The Keyes’ relationship, where
kLT ¼ BðT3=2

m r2=3=A7=6Þ, encompasses the mutual relationship
between these various properties through a unified empirically
derived expression and seems to be in remarkable agreement with
experimental values. The constant of proportionality, B, is related
to the Grüneisen parameter, which is a measure of the change in
the phonon dispersion spectrum for a given dilatation and is
inversely related to the x [112]. The reader should refer to the
original papers by Lawson [112], Dugdale and Macdonald [111],
and Keyes [113] for the underlying assumptions. The Keyes’
relationship translates to the physical insight that soft materials
(low density – r) with a high atomic weight (A), and low melting
points (Tm) have a lower kL. It can also be deduced that kL is smaller
for ionic bonded materials (lower Tm) compared to covalently
bonded structures. The presence of charged ions was expected to
yield additional scattering mechanisms through the positive and
negative ion sub-lattices contributing to additional optical modes,
and it is observed that kL decreases with increasing cation/anion
mass ratio.

On the basis that low density materials, with relatively open
crystal structures, could have lower kL, skutterudite thermo-
electrics [114], e.g., IrSb3, CoSb3, RhSb3 based compounds
represented in Fig. 32, were investigated [115]. In these, loosely
bound metal guest atoms can be interspersed into the lattice and
act as rattlers perturbing phonon and thermal energy transport.
Consequently, the phonon scattering is enhanced at the atomic
level while the periodicity of the native lattice is unchanged. The
material is now glass like with respect to phonon transport while
crystalline with respect to electrical carrier transport, with a
maximal interaction and resonance scattering of the propagating
acoustic phonons when the phonon frequency equals the rattler
frequency.

Such an idealization, in terms of a phonon glass electron crystal
(PGEC) [116] can also be applied to other open structured
compounds such as clathrates [117], and defect structured
compounds [99]. It is important to realize that such modulations
of phonon transport cannot simply be produced by simple
monatomic substitutions but require ‘‘random, non-central dis-
tortions of the lattice’’ [99]. Other enumerated criteria [6], for PGEC
behavior, include: (1) The rattler atoms should be uncorrelated
with each other and the lattice, with no well defined position, i.e.,
no long range order and phase coherence with respect to the
vibrational motion [118], and (2) the total mass of the rattler atoms
should be at least 3% of the total mass of the crystal.

Experimental evidence for the PGEC hypothesis has been
obtained through the measurement of kL, specific heat, and
electrical resistivity of the Tl filled skutterudites [119] (e.g.,
TlxCo4�yFeySb12 and TlxCo4�ySnySb12�y). A decrease in the kL by a
factor of 5 (to �1 W/mK) through the addition of Tl is shown in
Fig. 33. Specific heat measurements [120] indicated that the Tl
atoms behave as independent harmonic oscillators [121]. The
phonon mean free path (l) would then correspond to the average
distance, between individual Tl atoms, which is proportional to x1/

3. Crystallographic analysis and powder diffraction measurements
also showed that Tl could fill as much as 80% of the voids in CoSb3,
as was verified through a large atomic displacement parameter
(ADP) of 0.05 Å2. The ADP, which measures the mean square
displacement amplitude of an atom about its mean position, is
approximately an order of magnitude larger than that accounted
for by nominal static disorder, and hence supports the rattler
hypothesis.

However, recent neutron spectroscopy studies [118] on La- and
Ce-filled Fe4Sb12 skutterudites (Fig. 34) indicated that a quasi-
harmonic coupling actually does exist between the inserted rattler

and the host lattice. This implies that the complexity of the filled
crystals (i.e., through the CF factor introduced in Section 3.2) and the
preponderance of low group velocity optical phonon modes, rather



Fig. 34. (a) Illustration of a typical open cage like clathrate structure (Ba8Ga16Ge30) with guest (rattler atom: Ba)–host (cage framework: Ga and Ge atoms) interactions. (b) The

rattling motion of the guest can be decomposed into longitudinal (eL) and transverse (eT) modes. (c) The interaction of the guest mode phonon dispersion with the host mode

is postulated to result in an avoided band crossing, at which the phonon lifetimes are increased (reprint permission from [122]).
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than the rattling, could be more responsible for the reduced kL.
Additional evidence for such coupled modes arises from a study
[122] of clathrate thermoelectrics, such as Ba8Ga16Ge30 (Fig. 34),
where it was estimated through neutron triple axis spectroscopy
that the phonon lifetimes are �2 ps, an order of magnitude larger
than the 0.18 ps expected from inelastic scattering of the acoustic
phonons with the rattler atoms. Such enhanced lifetime was
postulated as due to the absence of scattering brought about by an
avoided band crossing between the acoustic phonon mode of the
host lattice and a flat, quasi-localized, low energy mode due to the
rattler atom.

In summary, it is probable that the crystal complexity, flat
phonon dispersion, and dynamical Umklapp processes are all
important for the reducedkL and there are some suggestions that the
PGEC type of mechanism may have to be re-evaluated.

3.4.2. Embedding nanostructures in bulk materials: nanocomposite

thermoelectrics

In this section, we will review how nanoscale features could
contribute to the reduction of kL. While lower dimensional
thermoelectrics, such as superlattices and nanowires, do promise
a large reduction in kL – mainly through a reduction of the mean free
path, l, problems in large scale and reliable synthesis preclude their
wide-scale use. Bulk materials with embedded nanoscale features
may be more immediately suitable for practical application.

It was mentioned earlier that the radiative transport of phonons
across nanostructures with length scales smaller than l can
considerably reduce the kL. Preliminary investigations of thermal
transport in nanocomposite materials (with nanoparticles embed-
ded in a matrix) through Monte–Carlo simulations [123] did
indicate a reduction of kL to below that of the matrix. However,
these simulations used bulk phonon dispersion parameters and did
not consider phonon polarization [124] or phonon dispersion and
also assumed an l independent of phonon frequency – a gray-media

approximation [125]. While such an approximation places less
computational demands in comparison to a full-fledged frequency
dependent modeling of l, the agreement with experiment is poor
[106]. With the above caveats, it was then shown that the
orientation and shape of the nanoparticles (Fig. 35) modulates the
phonon transport and reduces kL. For example, at a given alloy
composition, a random orientation with a staggered distribution of
the nanoparticles was modeled to be more beneficial for
minimizing kL. However, the degree of randomness and the effects
of interfaces still need to be considered and quantified.

It has been experimentally shown that embedding nanostruc-
tural features, through suitable materials processing techniques, in
conventional bulk thermoelectric materials such as PbTe or Bi2Te3,
could reduce kL and improve ZT. The nanoscale features may be
thought to mimic lower dimensional structures, e.g., zero-
dimensional quantum dots and thin film structures. A few
examples of this approach will be discussed.

A seminal effort in reducing the kL was implemented in the class
of LAST (for Lead, Antimony, Silver and Tellurium) alloys of
composition AgPbmSbnTe2+m [126]. These materials satisfy many
of the attributes of good thermoelectrics including (i) complex
crystal structure – Fig. 36(a), (ii) low intrinsic kL (�1.3 W/mK) –
Fig. 36(b), and (iii) ability to tune electrical carrier concentrations
and electrical conductivity (s) over a large range, through the



Fig. 36. (a) Crystal structure of AgPbmSbTe2+m. (b) The variation of the thermal

conductivity (k) with temperature. (c) The compositional modulation due to ion

(Pb2+, Ag+, Sb3+) induced distortions result in structural modifications at the 20 nm

scale. The layered periodicity may be thought to be akin to superlattice morphology.

(d) High resolution TEM image of an AgSb nanodot coherently attached to a PbTe

matrix. Such nanoscale features would be important for a reduced thermal

conductivity, which were measured to be of the order of 1–2 W/mK, while the

electrical conductivity is unchanged due to the coherent attachment (reprint

permission from [126]).

Fig. 35. (a) Nanocomposites constituted of Si particles arranged in various

configurations in a Ge matrix [123]. (b) A reduction in the thermal conductivity

below that of the bulk materials, as a function of the arrangements in (a)

was calculated through Monte–Carlo simulations (reprint permission from

[123]).
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generation of a large number of compositions (of different m and n).
The crystal structure of a LAST alloy is based on the NaCl lattice,
where the Ag, Pb, and Sb atoms are spread over the ‘‘Na’’ sites while
the Te atoms are arranged over the ‘‘Cl’’ sites. The isoelectronic
substitution of Pb2+ ions for the Ag+ and Sb3+ are thought to generate
structural and electronic distortions which could both reduce the kL

and enhance the Seebeck coefficient. Compositional modulations
arising from the proximity and high concentrations of the cations
were observed in these alloys as illustrated in Fig. 36(c) and (d). Such
morphology was thought to mimic features of two- and quasi-zero-
dimensional nanostructures, respectively.

The nucleation of such nanostructural features can also be
facilitated through spinodal decomposition [127] in Pb1�xSnxTe-
based systems, where Sn was added to enhance the s. As an
example, the spontaneous separation of PbS and PbTe phases can
cause structural modulations around 2 nm in wavelength
(Fig. 37(a)) in (Pb0.95Sn0.05Te)1�x(PbS)x (x = 0.04–0.3) mixtures.
Additionally, nucleation and growth of nanocrystals, 3–10 nm in
size, were also seen at lower values of x (Fig. 37(b)). High resolution
electron microscopy investigations have indicated that while the
nucleated nanocrystals/nanodots have an intrinsic lattice param-
eter mismatch (�2–5%) with the surrounding matrix [128], they
are endotaxially oriented. Endotaxy refers to a process of
crystallographically oriented segregation of a phase, e.g., Ag–Sb
rich nanocrystal, relative to Ag–Sb poor matrix – predominantly
PbTe, and could occur due to the disintegration of the original
native solid solution [129]. Dislocations at the nanocrystal–matrix
interface and the large number of interfaces serve to impede
phonon transmission and reduce thermal conductivity. On the
other hand, the s is negligibly affected at relatively high doping
levels. Similar features with reduced kL, which was measured
through a flash diffusivity method, were seen in other systems
such as [130] AgPbmSbnTe2+m solid solutions (kL � 0.43 W/mK
yielding a ZT of 1.45, at 620 K), Pb9.6Sb0.2Te10�xSex bulk materials
[131] (kL � 0.4 W/mK and a ZT of 1.2, at 650 K), and in Ag free
Na1�xPbmSbyTem+2 [132] (kL � 0.85 W/mK and a ZT of 1.7, at



Fig. 37. (a) Spinodal decomposition of (Pb0.95Sn0.05Te)0.84(PbS)0.16 solid solutions into PbS (bright) and PbTe (dark) phases. (b) Nanoscale features at the one-dimensional (PbS

stripes) and quasi-zero-dimensional level (PbS dots) can be induced to form through phase transformations, such as spinodal decomposition (reprint permission from [17]).
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650 K). Increasing [17] the PbS content in the range of 0 < x < 0.3,
for (Pb0.95Sn0.05Te)1�x(PbS)x enhanced the one-dimensional spatial
modulations at the expense of the nanocrystals’ nucleation. The
consequence was a 3-fold reduction in the kL compared to the
unmodified solid solutions. Lower values of kL were also observed
for the x = 0.08 (�0.38 W/mK) and x = 0.16 (�0.4 W/mK) speci-
mens compared to the x = 0.3 (�1 W/mK) sample, which implies
that zero-dimensional features are more effective in reducing the kL

compared to the one-dimensionally oriented stripes. Combined
with a s > 30 V�1 cm�1 and S (��220 mV/K), a ZT of �1.5 was
estimated at 642 K, for x = 0.08.

The introduction of nanostructural [11] morphologies in bulk p-
type BixSb2�xTe3 thermoelectrics also seemed to be successful in
reducing the kL to �1.1 W/mK from �1.4 W/mK for a bulk ingot
without the nanoscale features, and concomitantly increasing the
ZT from a value of 1 to 1.2 (300 K) and 1.4 (373 K). In this study, the
composites were synthesized from ball milling powders from
Bi0.5Sb1.5Te3 alloy ingots and subsequent hot pressing. The
microstructure then consisted of grains and Te precipitates
�10–50 nm in size, with embedded Sb rich nanodots �2–10 nm.
Consequently, the phonon scattering at various length scales in
these ‘‘nano-bulk’’ materials may contribute to the reduced kL.
However, the s is surprisingly enhanced, for which the effect of the
grain boundaries and interfaces in these materials on electrical
conduction would have to be considered.

The enhanced s could be explained on the hypothesis that grain
boundaries are devoid of charge and act as Schottky barriers [133]
(Fig. 38). At equilibrium, as the Fermi energy (EF) is constant
through the material, the grain boundary serves as a source of
electrical holes which are then injected into the grains and hence
enhance the s. Consequently, grain boundaries which could serve
as interfaces for enhancing phonon scattering could also influence
Fig. 38. A depletion region, devoid of holes at the interface of two p-Bi1�xSbxTe

grains. This has the consequence of increasing the carrier conductivity in the grains

while lowering the thermal conductivity.
the s. Such hypotheses could be confirmed through materials
processing to tune the grain structure and subsequently through a
study of the relative magnitudes of kL and s with respect to
optimization of thermoelectric properties.

3.4.3. The influence of interfaces

At length scales below/approaching the phonon mean free path, l,
the thermal boundary resistance (TBR) due to interfaces could limit
the thermal conductivity/conductance [134]. An additional thermal
resistance per unit area, RTBR is now added to the intrinsic resistance,
Rint (=L/kL) and the net thermal resistance, Rnet (=L/knet) = RTBR + Rint.
The heat transport across the interface of two materials could be
significantly affected by the TBR which mainly arises due to the
reflection, transmission, or absorption of phonons at the interface.
The differing phonon distributions on either side results in a
temperature drop across the interface with an associated thermal
resistance given by the ratio of the temperature drop to the
transmitted heat flux. Such phenomena were first discussed in detail
for solid–liquid helium interfaces which were posited to have an
associated Kapitza resistance [135]. The corresponding Kapitza
resistance/TBR between materials was then found to depend on the
ratio of the materials’ Debye temperatures [136]. It was proposed
that a ratio close to one, e.g.,�1.7 for a Si/Ge interface could result in
a closer match of the phonon wavelengths and enhanced phonon
transmission, compared to when the ratio was much different than
unity, e.g., 0.05 for a Pb/diamond interface.

In this regard, two basic models, i.e., (1) the acoustic mismatch
model (AMM) and, (2) the diffuse mismatch model (DMM) have
been used [137] to understand the thermal conduction across an
interface/boundary. In the AMM, the constituents on either side of
the interface are treated as a continuum, each with an acoustic
impedance, A (=rv), where r is the bulk material density and v the
associated acoustic velocity. The heat flux across the interface due
to longitudinal phonon waves, from medium 1 to medium 2, is
then determined [138] by the product of the incident number of
phonons and the transmission probability, T1!2. For an angle of
incidence ui and angle of refraction ut, it can be derived [138] that
T1!2 ¼ 4ðA2=A1Þðcos ut=cos uiÞ=ððA2=A1Þ þ ðcos ut=cos uiÞÞ

2. It can
then be inferred that the maximum transfer of heat occurs when
the two materials have similar values of the mass density and

specific heat [138]. For layers with identical acoustic impedances,
i.e., A1 = A2, the AMM predicts for normal phonon incidence
(ui = ut = 08) a T1!2 of unity. The wave-like propagation also implies
a critical angle (uc) above which all the incident phonons are totally
internally reflected and do not contribute to the heat transfer
yielding a reduced TBR. Due to the materials being modeled as
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continua, the detailed nature of the interface is ignored in the AMM
approximation, i.e., the lph > interface roughness. However, at
increasing phonon energy and decreasing lph, the l could be
comparable to the scale of surface roughness and imperfections
and the AMM would be inappropriate [137,138]. Alternately, the
diffuse mismatch model (DMM) implicitly takes into account the
details of the interface by considering individual phonon traversal.
The phonons impinging on the interface lose their original state
(direction, polarization, etc.) subsequent to scattering. The
transmission of any phonon is now determined by whether there
is a corresponding phonon, on the other side, of the same energy to
which scattering can occur, i.e., by the phonon density of states g

(v). While the phonon dispersion is taken into account, all the
incident phonons now scatter elastically from the interface with
the T1!2 determined by the mismatch of the phonon DOS on either
side. For both longitudinal and/or transverse mode phonons (given
through the index j) the transmission is given by the ratio of the in-
and out-fluxes (product of the phonon velocities and number), as
T1!2ðvÞ ¼

P
jv2; jg2; jðv; TÞ=

P
jv1; jg1; jðv; TÞ.

Both the AMM and the DMM have been applied to simulate
experimental situations, but their simplified formulation generally
precludes universal agreement [137]. For example, in SiO2 and SiNx

films deposited on Si substrates, the DMM was shown to yield good
agreement at low temperatures (<20 K) while it differed from
experimental observations by an order of magnitude at room
temperature [139]. Typically the DMM, which considers a greater
number of phonons elastically scattering would be thought to
predict a higher thermal conductance/conductivity compared to the
AMM [140]. Indeed, the highest K, corresponding to the phonon
radiation limit, is manifested through the DMM [137]. However,
inelastic scattering processes due to point defects [141], interfacial
roughness, tunneling, excitation of surface phonons, phonon down-
conversion [142], influence of electrical carriers, etc., not considered
in either model make detailed prediction difficult. Additionally,
strain at the interface, which in a coherent superlattice would
increase with the number of interfaces, has not been considered in
detail. In an attempt to understand the interface scattering in more
detail, molecular dynamics (MD) simulation, which serve to check
the diffusive approximations inherent in the Boltzmann transport
formalism, have been attempted [143]. In MD, mutual atom–atom
interactions modeled through Lennard–Jones [88,143] or other
inter-atomic potentials [144], are considered and the heat flux
computed from the product of the atomic forces and velocities. MD
simulations have indicated two orders of magnitude reduction of
thermal conductivity in superlattices [145] and nanowires [144]
compared to the bulk. The reduction seems to be quite dependent on
the boundary scattering and specularity (see Section 3.4.4 for a
definition) of the surface.

The TBR has also been invoked in modeling the reduction of the
kL with decreasing grain size of polycrystalline materials, through
the assignment of a Kapitza thermal resistance to the grain
boundaries [146], i.e., Rgbdy (=RTBR). The net thermal conductance
can then be calculated through assuming two parallel conduction
processes through the (1) grain, and (2) grain boundary,
respectively. It is then expected that decreasing grain size in
addition to implying a reduced l, increases the Rgbdy contribution.
Indeed, the lack of a direct proportionality between the grain size
and the measured thermal resistance [147]/conductivity, knet may
be taken as evidence of Rgbdy, as borne out in studies on 0.1–0.7 mm
grain sized CoSb3 [148]. On the other hand, TBR models not
considering mean free path effects and assigning a Kapitza
resistance to the grain itself are not well understood [148,149].

3.4.4. Thermal conductivity reduction in superlattices

A reduced l in nanostructured thermoelectrics such as thin films
and nanowires provides a straightforward motivation for a
reduced kL. However, the kL values are anisotropic as were seen
through thermal diffusivity measurements [150] on GaAs/AlGaAs
thin film superlattice structures, where a smaller l in the
superlattice growth direction implied a smaller value of kL in that
direction compared to the value in the plane of the film. A number
of more direct experiments probing in-plane and cross-plane
thermal conductivity have also been carried out in GaAs/
Al1�xGaxAs-based superlattices. While these material systems
are not considered favorably for thermoelectrics, due to intrinsi-
cally low figures of merit, the motivation was probably the
superior interface quality of lattice matched GaAs and AlGaAs
[151,152] fabricated through MBE and MOCVD. It was seen that the
kL of AlAs/GaAs superlattices [153], comprised of an equal
thickness of AlAs and GaAs indeed decreases with a decreasing
layer thickness and superlattice period (d). However, the measured
kL was greater than that of Al0.5Ga0.5As bulk alloy – it was noted
that the kL of Al0.5Ga0.5As is smaller compared to that of the AlAs
and GaAs individually. The kL of the superlattices seemed to be
lowered to that of the alloy only in the limit of monolayer thick
AlAs and GaAs, from which it can be surmised that alloy scattering
is possibly the stronger kL suppression mechanism. In two samples
of GaAs/AlAs monolayer (ML) superlattices [154], viz., (i) [GaAs (3
ML)]159/[AlAs (3 ML)]159, and (ii) [GaAs (12 ML)]27/[AlAs (14
ML)]27, kL values of 3.1 and 5.8 W/mK were measured, using a
picosecond optical technique, which are smaller in comparison to
the bulk GaAs value of �46 W/mK. The lower kL for sample (i)
compared to (ii) seems to indicate that a larger number of
interfaces could also be important.

A decrease in kL to �9.5 W/mK (the value for the bulk alloy)
with increased number of interfaces, was measured by the 3v
technique [155] in Si/Si0.7Ge0.3 superlattices by Huxtable et al.
[156]. Concomitantly, a decrease in the d, which is related to an
increased number of interfaces/unit length, decreased the kL. In
measurements on Si0.84Ge0.16/Si0.74Ge0.26 superlattices, the varia-
tion of kL with d was not as drastic. Such a variation was explained
by the authors as due to the smaller acoustic impedance mismatch,
which was larger (�1.15) for the Si/Si0.7Ge0.3 superlattices
compared to the alloy superlattice (�1.03). However, a value
below that of the bulk alloy kL and above that of amorphous Si was
measured [140] for Sim–Gen superlattices (m and n refer to the
number of monolayers), where for 3 nm < d < 7 nm, the kL

decreases with decreasing d. Surprisingly, measurements on
structures with d > 13 nm indicated an even smaller kL. While
these observations may rule out the role of mini-Umklapp
scattering (explained later in this section, see Fig. 41) in
modulating the thermal conductivity, detailed information on
the number and nature of interfaces for the presented data was not
elucidated in the latter study. Given that the critical thickness for
the pseudomorphic growth [157] of Ge on Si is�1–3 nm, attention
has to be paid to the possibility of morphology variations, which
can introduce additional phonon scattering from the large
concentrations of static imperfections [158] such as dislocations
(estimated at �1011/cm2).

In a study on symmetrically strained Si (2 nm)/Ge (2 nm)
superlattices by Borca-Tasciuc et al. [159] values of kL in the range of
2.9–4.0 W/mK were obtained, through the 3v technique, for the
cross-plane kL, which are below the values (�8.8 W/mK at 300 K)
corresponding to equivalent composition bulk Si0.5Ge0.5 alloys.
These samples were synthesized by MBE on a 1–2 mm thick buffer
layer with a lattice parameter equal to the average lattice
parameters of Si and Ge, to compensate the strain in the grown
superlattice. Transmission electron microscopy examination
revealed dislocation densities of �104/cm2, which are too low to
significantly influence the kL. Additionally, a kL reduction was seen
with increased carrier concentration (�1018 to 1019/cm3) in p- and
n-doped superlattices and with increased period, i.e., at 300 K, the kL



Fig. 39. The measured value of kL for Bi2Te3/Sb2Te3 superlattices is less than that of

bulk Bi2Te3 and higher than kL,min minimum thermal conductivity. The mean

interface roughness (h) can be used to model the reduced kL for small superlattice

period, d (reprint permission from [161]).

Fig. 41. The occurrence of mini-Brillouin zones in (a) 1 � 1 and (b) 2 � 2

superlattices. The dash-dotted line represents the reciprocal lattice wave vector

associated with the underlying crystalline lattice while the dashed line depicts the

wave vector associated with the superlattice period (d = 2a, and d = 2a) (reprint

permission from [267]).

Fig. 40. Zero-dimensional structures (quantum dots) can be in situ synthesized on

thin film structures through lattice mismatch and strain induced effects. The

enhanced interface density and dimensional confinement can be used to lower the

thermal conductivity and increase the effective Seebeck coefficient (reprint

permission from [163]).
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decreases from 4 W/mK at d = 4 nm to �3 W/mK at 9.4 nm and
�2.9 W/mK at 14 nm. However, the increase of thekL with increased
doping concentration, in n-doped samples, is unexpected and such a
variation along with the small dependence of kL on d > 9 nm
demands more critical study.

3v measurements [160] for the cross-plane kL on both Bi2Te3

(1 nm)/Sb2Te3 (5 nm) and Bi2Te3 (3 nm)/Sb2Te3 (3 nm) super-
lattices indicated a kL of�0.25 W/mK. A reduction of kL to�0.3 W/
mK, below the value of �0.75 W/mK for bulk Bi2Te3 was also
estimated [161] from thermoreflectance measurements (Fig. 39)
for Bi2Te3/Sb2Te3 superlattices, with a pronounced decrease for
d < 6 nm. The effects of the mean interface roughness (h) on a
diminishing kL, due to additional scattering of phonons with the
concomitant wavelengths seem to be valid for smaller d. It has
been postulated [162] through Monte–Carlo simulations, that
random roughness can cause phonon backscattering and suppress
kL. The effective mean path (leff) in this case is given by:
leff ¼ ðð1þ pÞ=ð1� pÞÞd, where p is a specularity parameter p ¼
expðð�16p3=l2

phÞh2Þ with a Gaussian distribution for the surface
roughness [90]. p = 1 with purely specular scattering while p = 0
represents purely diffusive scattering and yields the smallest kL.

The effect of zero-dimensional features on reducing the kL can
be tested through the formation of quantum dots (QD) which could
be made by alternate deposition of two thin films of different
lattice parameter. When a critical thickness [157] for maintaining
registry of a thin film with an underlying layer is exceeded, the
strain energy minimization would induce the spontaneous break
down of the overlaid film into randomly distributed islands or QDs.
Such QD formation was shown in thermoelectric PbSe/PbTe
superlattices, due to the �5% lattice parameter mismatch [163]
of PbSe with PbTe (Fig. 40) where measurements were carried out
on a 0.1 mm thick sample constituted of 8000 periods of 13 nm
thick PbTe/PbSe0.98Te0.02 QDs.

A low value of kL � 0.33 W/mK, accrued through a large
interface density and enhanced scattering from both the thin film
and QD interfaces, was estimated after subtracting the electronic
contribution to the thermal conductivity by invoking the
Wiedemann–Franz relationship. Consequently, the observed
increase in the figure of merit (with a measured ZT of 1.6 at
300 K and 3.5 at 570 K) for the QD incorporated PbSe/PbTe
superlattices was mainly attributed to the reduced kL. Even lower
kL values could be harnessed through using quaternary alloys, such
as lattice mismatched PbTe/Pb1�xSnxSeyTe1�y QD superlattice
structures, where the addition of Sn was used to enhance the s
and the S, through a larger DOS effective mass (Section 2.4).
We will next consider the possibilities of engineering the
phonon dispersion in superlattices aimed at modulating/reducing
the kL. The main ideas involve (i) increased phonon interactions
leading to phononic bandgaps, which serve to modulate phonon
and thermal transport, and (ii) increasing the number of phonon
modes and flattening the phonon energy dispersion, which as seen
from Section 3.2, reduces the overall group velocity.

In a superlattice, composed of thin films with spacing d (=na,
where n is an integer and a is the spacing of the lattice points) a
new periodicity [152] corresponding to d is introduced, in the
direction perpendicular to the growth. Translated to reciprocal
space, the imposed periodicity intersperses a mini-Brillouin zone of
extent 2p/d into the original Brillouin zone of span 2p/a. A larger (/
smaller) d corresponds to smaller (/wider) mini-Brillouin zones, as



Fig. 42. For phonons propagating in arbitrary directions, a phonon dispersion

spectrum exhibiting frequency gaps (D) corresponding to the superlattice

periodicity and inter-mode interaction are observed. The symbols DL, DFT, and

DST refer to the band gaps of the longitudinal (L), fast transverse (FT), and slow

transverse (ST) modes, respectively. The coupled mode band gap is denoted by DL-

ST. A reduced k could be obtained due to non-propagating phonons (reprint

permission from [168]).
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illustrated in Fig. 41 for a one-dimensional distribution of lattice
points in a superlattice [164] corresponding to (a) one unit cell/
layer, and (b) two unit cells/layer. The periodic interruption of the
band structure with a flattening of the bands/energy dispersion at
the edges of the mini-Brillouin zones reduces the phonon group
velocity and concomitantly the kL. Additionally, enhanced
scattering through mini-Umklapp processes [90] made possible
through a smaller backscattering mini-reciprocal lattice vector
could also contribute to increased thermal resistance. For a
superlattice of two constituents with masses mA and mB, it was
predicted that kL could be lowered by as much as 25% for a
Dm/mavg = 1, where Dm = mA �mB, and mavg is the mass average.

While phonons may be treated as particles, for d > l, wave
propagation must be considered when d < l. In the latter case, the
interaction of phonons (of wavelength lph), of arbitrary propaga-
tion direction and polarization, with a superlattice could be
governed through a form of Bragg’s law:

nlph ¼ 2d cos uk (45)

uk is the angle between the superlattice growth direction and the
phonon propagation direction, e.g., when a phonon travels
perpendicular to an atomically perfect interface, complete back-
scattering due to constructive interference [165] occurs when
lph = 2d.Such phonon wave interference effects will be clearly
manifested if the interface roughness is less than the phonon
coherence length (jcoh) – Section 3.2 – of�1 nm. Such interferences
can be used for selectively backscattering or transmitting phonons
and gives rise to the possibilities of phonon filters [166].
Experimentally, such transmission and filtering effects have been
observed through phonon spectroscopy [167] and phonon imaging
[168] techniques, e.g., through a sharp dip in the transmission
spectrum [166] of longitudinal phonons in a (1 1 1) GaAs/AlGaAs
superlattice corresponding to a phonon filtering mechanism.

In a binary multilayer system (e.g., 1 – GaAs and 2 – AlGaAs,
where d = d1 + d2 is the sum of the respective layer thicknesses)
wave interference between different phonon propagation veloci-
ties can also induce a phononic band gap of magnitude correspond-
ing to the difference in the acoustic impedances, A (=rv) of the
layers. Such a phenomena can be interpreted in analogy with
electronic band gaps formed due to electron interference [88] (with
magnitude proportional to the Fourier component of the crystal
potential) or photonic band gaps (with magnitude corresponding to
the dielectric constant contrast [169]) formed due to electromag-
netic wave reflection at the edges of the Brillouin zone.

For InGaAs/AlAs superlattices, when the complete interaction
between all the phonon polarization modes, i.e., high energy
longitudinal mode and two lower energy transverse modes was
considered, intra-zone frequency gaps were experimentally
observed in the phonon dispersion spectrum and physically
ascribed to the mixing and subsequent anti-crossing of phonon
energies. A typical spectrum illustrating such aspects is illustrated
in Fig. 42, for a (0 0 1) oriented In0.15Ga0.85As/AlAs superlattice.
Such an energy level mixing and the consequent flattening of the
phonon dispersion, leading to a reduced group velocity, is
especially pronounced for phonon modes propagating oblique to
the superlattice growth direction. For example, the slow transverse

(ST) and the longitudinal acoustic (L) phonon modes, being in the
same plane, are coupled to each other and propagate indepen-
dently of the orthogonally polarized fast transverse (FT) mode. For
increased phonon frequencies, near the edge of the Brillouin zone,
the ST mode is folded back [165] into the main Brillouin zone and
through an avoided crossing type interaction with the L mode
induces the formation of a forbidden frequency gap. Quantitative-
ly, the band gap arises through satisfying an inter-mode Bragg
reflection with wavevector conservation, i.e., kL

? + kST
? = 2np/d –

for the normal component, and kL
jj = kST

jj – for the parallel
component, along with vL = vST. The formation of band gaps also
gives rise to the possibility of an L$ T mode conversion, which
implies that at an interface the transmitted and reflected waves
could carry equivalent amounts of energy flux yielding no net
energy transport and minimizing the kL.

As structures with phononic bandgaps allow for selective phonon
frequency transmission, i.e., no phonon propagation in the bandgap,
devices such as phonon mirrors and phonon resonators have been
proposed [170] and could be implemented for regulating the kL

through changing the (i) layer thickness, to modulate the frequency of
transmission, and the (ii) constituent materials, for varying the
acoustic impedance. Another intriguing possibility includes phonon
localization [171] near the phononic band edges where a reduced or
zero phonon group velocity could be obtained [172] with a
corresponding reduction in the kL. The increased confinement,
due to the localization, could also increase the scattering rates for
Umklapp, boundary, and impurity scattering processes, e.g., in
simulations [173] on 10 nm Si free standing quantum wells, a strong
reduction of the group velocity mainly due to increased impurity
scattering of the confined acoustic phonons was observed yielding a
seven-fold decrease in the kL.

The onset of phonon localization can be experimentally inferred
through a reduced value of kl, approaching 2p, where k is the
magnitude of the wavevector (=2p/lph). A kl < 1, was observed
through measurements on atomically smooth p-type Bi2Te3/
Sb2Te3 superlattices (Fig. 43(a)). For this data, the l (�lmfp) was
calculated from kL (=CLvl), assuming bulk values for CL and v while
the k was estimated from the phonon phase velocity. Concomi-
tantly, lower kL values were also obtained [160] and are illustrated
in Fig. 43(b). The reduced kL provided the basis for a figure of merit
(ZT) of �2.4, the largest ever obtained in thin films [12].
Additionally, since the measurements were carried out at 300 K,
which is much higher than the individual Debye temperatures of
Bi2Te3 and Sb2Te3, high frequency/low wavelength phonons would
indeed be the major contributors. The superlattice period, d, was
deemed to be more critical than the individual layer thicknesses of
the Bi2Te3 and Sb2Te3, e.g., in Fig. 43(b), the kL values for the 6 nm



Fig. 44. (a) Periodic two-dimensional nanocomposites with tubular nanowire

inclusions. (b) A thermal conductivity reduction below the bulk value as a function

of the silicon nanowire radius (10, 50, 150, and 500 nm) placed in a Ge matrix, as a

function of the volumetric ratio (FSi) of the silicon nanowires (reprint permission

from [183]).

Fig. 43. (a) The lattice thermal conductivity (kL) is minimized by a factor of two,

compared to the bulk, for a Bi2Te3/Sb2Te3 superlattice with a period �5 nm. (b) A

coherent backscattering of phonons, indicating localization-like behavior, is

manifested through a low value of kl < 1 (reprint permission from [160]).
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period superlattice with differing individual layer thicknesses
(3 nm/3 nm, 1 nm/5 nm, and 2 nm/4 nm for the Bi2Te3/Sb2Te3) is
nominally the same. While a minimum in the kL corresponds to a
similar d, the details of the reduction vis-à-vis the individual layers
need to be further understood.

A related effect, for phonon channeling, exploits elastic
anisotropy due to which the thermal energy transport is not in
the same direction as the incident wave vector. Instead, phonon
transport occurs preferentially in directions with smaller elastic
constants (which imply smaller velocities)—motivated through
lower energies—resulting in phonon focusing [174]. While such
phenomena have been proposed to lead to a variation in the kL for
silicon [175] by 90%, they have not been extensively studied in
superlattices.

In summary, whether a reduction from the bulk value of kL

occurs due to length scales involved in superlattices still seems to
be a topic subject to extensive experimental investigation. The
variation of experimental variables, such as strain, impurities and
defects at the interface, and compositional uniformity from one
particular investigation to another preclude a complete under-
standing. Subsequent to such control it would be profitable, from
the viewpoint of reducing kL, to explore methods to engineer the
phonon dispersion and transport through the creation of phononic
bandgap structures. Detailed characterization of the predicted
modification to the kL from phonon engineering has not been
attempted and deserves further study.

3.4.5. Lowering thermal conductivity in one- and quasi-one-

dimensional structures

It has been proposed that a greater degree of confinement, in
systems comprising nanowires (NWs) and nanotubes (NTs) leads
to a pronounced modulation of the phonon energy dispersion
[176,177]. While group velocity, v, in NWs and NTs was predicted
to be smaller, as in the case of superlattices (Section 3.4.4), a
reduced phonon mean free path in two dimensions and enhanced
phonon–surface, phonon–phonon, and phonon–carrier scattering
rates would again contribute to an anisotropic and lower kL. The
thermal boundary resistance [137] could also be modified by such
scattering, e.g., as observed experimentally in single-walled
[178,179] and multi-walled carbon nanotube (CNT) bundles which
were seen to have a lower kL compared to a single CNT [180].
Considerations similar to those outlined earlier, i.e., roughness,
degree of specular or diffuse scattering at the interfaces, etc., can
also exert a great influence. For example, it was seen [144] that the
kL for Si NWs synthesized with a saw tooth morphology [181]
(with cross-sectional areas in the range of 2.58–28.62 nm2) and
core–shell nanowires [182] could be two orders of magnitude
smaller than that of bulk Silicon, due to an increased number of
diffuse reflections and inelastic scattering. For layered nanocom-
posites (Fig. 44(a)) it was shown that for a given volume fraction of
embedded Si NWs (FSi) in a Ge bulk matrix, a greater kL reduction
could be obtained at smaller diameters [183]. The decrease is
mainly due to enhanced phonon scattering at the Si–Ge interface,
the area of which increases with decreasing NW diameter.

It was also suggested that the kL of NWs could be minimized
through their embedding in a matrix with smaller acoustic
impedance, A. On the basis of elastic energy minimization, it
was noted [184] that a redistribution of the phonon modes from
the acoustically harder nanowire to the acoustically softer matrix,
could result in phonon depletion in the nanowire, and could
diminish thermal energy transport. It would be interesting to
examine such a principle [182] experimentally in nanocomposites
[183] and in Si/SiO2 or Si/Ge core–shell nanowires [185] – where
the core and the shell are of different materials and A. However, the
precision of the presently used thermal conductivity measure-
ments may not yield valid confirmation.



Fig. 45. (a) Rough Si nanowires fabricated through an electroless etching (EE) method. (b) The k decreases with diameter and seems to be a strong function of the nanowire

roughness, which is greater when synthesized through EE. (c) An increased dopant-phonon scattering (at lower wafer resistivity) is more effective for a reduced k (reprint

permission from [13]).

Fig. 46. Schematic variation of the thermal conductivity with temperature, as a

function of size and increasing roughness (EE > VLS > Bulk).
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Controlled roughness seems to be a major contributing factor for
drastically reducing the kL of Si NWs [13] to �1.2 W/mK, very close
to the value for amorphous SiO2 and to the kL, min (Section 3.2) of Si,
which is �1 W/mK. The Si NWs, in one case (20–300 nm diameter
range) were fabricated through an electroless etching (EE) method
where a Si wafer was locally oxidized using an aqueous solution of
AgNO3 and HF. The mean roughness of the synthesized NWs was
�1–5 nm (Fig. 45(a)). The measured kL was seen to be dependent on
the (i) roughness, (ii) method of synthesis, and (iii) resistivity of the
initial Si wafer, as indicated in Fig. 45(b) and (c). As expected, the kL

decreases with reduced NW diameter presumably due to a reduced l

and enhanced boundary scattering.
A reduction of kL by a factor of five was obtained for the EE NWs

compared to the relatively smooth Si NWs synthesized by the
vapor liquid solid (VLS) method. Interestingly, it was seen that the
peak of the kL–T curve shifts with increasing roughness, from bulk
Si (�25 K)! VLS fabricated NWs! EE fabricated NWs (Fig. 46).
Since the peak is indicative [186] of the magnitude of the Debye
temperature, QD and onset of Umklapp scattering, it can be
surmised that (i) the relative stiffness is increased in nanostruc-
tures, and that, (ii) the roughness promotes increased scattering.
The key role of roughness was also seen through a comparison of
the ratio of the bulk and NW kL values, i.e., �100 at 300 K, and
�25,000 at 25 K (Fig. 47). With decreasing temperature, phonons
of increasing wavelength contribute and are subject to scattering.
A quick calculation from lph = hv/3kBT, with v ¼ 9� 103 m=s at
T = 25 K, yields a dominant phonon wavelength of �6 nm, in
correspondence with the observed roughness on the Si NWs.

The above study has brought forward qualitatively the concept
of reducing kL through phonon scattering at different length scales,
i.e., due to (1) nanowire diameter, inducing boundary scattering, (2)
surface roughness, for longer wavelength phonon scattering, and (3)
atomic scattering, for short wavelength phonons. Again, the drastic
reduction in kL was deemed the primary contributor for the 100-
fold increase in ZT of the Si NWs compared to bulk Si. However, the
enhanced ZT of �1 is still comparable to currently used
thermoelectric materials and methods for reducing the kL may
no longer be effective for further maximization of ZT, as values
close to kL, min seem to have been reached.

3.5. The phenomenon of phonon drag

It was mentioned in Section 1.1 that the Seebeck coefficient, S,
includes contributions from both the diffusion of the carriers and



Fig. 47. A sharp increase in the ratio of the bulk to nanowire thermal conductivity

with decreasing temperature is ascribed to the increasing influence of the nanowire

surface roughness. On the other hand, the S2s seems to be adversely affected by the

roughness (reprint permission from [13]).

Fig. 48. The variation of the Seebeck coefficient (S) with temperature, invoking both

the phonon drag component (Sph-e) and due to the diffusive electron transport (Se).

While Se is directly proportional to the temperature T (through Eq. (31)), Sph-e varies

as exp(QD/T) � 1, where QD is the Debye temperature. The Sph-e component relies

on the one-dimensional propagation of phonons down the nanowire, which is also

favored by a reduced thermal conductivity (reprint permission from [4]).
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due to the influence of carriers on the phonons, i.e., a phonon drag

component. Typically, the diffusive component dominates the
measured S at room temperature as the latter is considered to be a
low temperature, impurity, and size dependent phenomena [2].
However, recent experimental results in Si nanowires were
modeled to indicate that phonon drag could contribute to an
enhanced S and a reduced kL, yielding values even below kL, min [4].
Such phenomena, if proved valid, promise a new direction to
increase the thermoelectric figure of merit. The purpose of this
section then is to first outline the underlying principles behind
phonon drag and how it could be used to increase S and reduced kL

of one-dimensional nanostructures.
The original treatment of phonon drag [187] involved the

creation of a thermoelectric voltage due to the sweep of the electrons
by the phonons, which is increased when the respective heat flow
contributions/energies are comparable [2]. Additionally, the phonon
drag has a greater contribution from the longitudinal phonon modes
compared to the transverse modes due to the greater group
velocities in the former case. While the magnitude of the voltage due
to phonon drag is small in metallic materials (<5 mV/K) and is most
evident at T <QD, orders of magnitude larger contributions can be
obtained in semiconductors [3], typically at doping levels �1015/
cm3, e.g., 5–20 mV/K at T < 20 K in Ge [3,188] and Si [189]. Such an
increase was first measured in Ge [188] as deviations from the
expected variation of the diffusive thermopower, at low tempera-
tures (�15 K), and correlated to the phonon distribution non-
equilibrium and the ratio of the phonon and electron mean free
paths. Generally, the contribution to the phonon drag thermopower,
Sph-e, is directly proportional [3] to the ratio of the phonon relaxation
time ðt̄Þ and the carrier relaxation time ðt̄eÞ along with the fraction
(fr) of electronic carrier momentum lost to the phonons through
S ph-e ¼ �m�v2ð fr  t̄=t̄eÞ, and decreases with increasing carrier
concentration and temperature [190]. In the above expression, m*

andv refer to the effective mass and acoustic velocity, respectively. A
saturation of the Sph-e occurs with increased carrier concentration,
e.g., at�1018/cm3 in p- and n-Si, due to the increased interactions of
the electrical carriers with the phonons, and a consequent decrease
of the mutual drag. Consequently, below a critical phonon mean free
path l p ¼ vt̄, which for Si was estimated to be �1 mm, Sph-e is
drastically reduced/quenched [191].

3.5.1. Phonon drag in nanostructures

A kL value of 0.76 � 0.15 W/mK was measured for a 10 nm Si NW,
which was found to be below the theoretical limit (Section 3.2) of kL,

min � 1 W/mK. It was then postulated [4], that enhanced phonon drag
phenomena in Si NWs �10–30 nm in diameter was probably
responsible. It was argued that the original definition of kL, min

assumes a minimum phonon mean free path of lph/2, which could be
pertinent for three-dimensional transport but may not be valid in
one-dimension. A mechanism involving one-dimensional phonon
propagation was invoked, where the NW boundaries were incorpo-
rated into the phonon mode (see Fig. 48 inset) promoting a new mode
of heat transport. The lp, below which Sph-e is reduced is now extended
to the length of the NW instead of corresponding to the diameter and
phonon drag phenomena could again be important.

Consequently, a phonon mode propagating down the nanowire,
with positive and negative dilatations (as shown in the inset to
Fig. 48 corresponding to alternate heating and cooling and heat
transport down the wire is relevant [192]). For longitudinal
acoustic (LA) modes propagating along the axis of the NW which
contribute to most of the Sph-e, a large l/high v corresponds to a
large distance between temperature fluctuations and an adiabatic
situation while the converse case (small l, large v) implies
isothermal behavior. As the phonon drag is maximized when the
phonon energy (/wavelength – lph) is comparable to the electrical
carrier energy (/wavelength – le), the dominant lph can be
calculated from a given carrier concentration, n. With a three-
dimensional carrier distribution we can estimate lph ðle ¼
2p=

ffiffiffiffiffiffiffiffiffiffiffiffi
3p2n3
p

Þ which for n = 3.1019/cm3, is �6 nm, which is greater
than the thermal phonon wavelength (lth = hv/kBT) of �1.5 nm,
assuming a bulk v � 104 m/s and T = 300 K, and hence an adiabatic
condition could be achieved. In the adiabatic case, lack of contact
with the ambient yields a longer phonon relaxation time – t̃, and a
larger Sph-e. The transverse acoustic modes, which undergo less
scattering compared to the LA modes due to the confinement
perpendicular to the length of the nanowire were also considered
to be adiabatic in character [193] and could contribute to the
thermopower. The total S was then equal to the sum of the
contributions from the carriers (Se) and Sph-e. As the scattering rate,
related to ðt̄Þ�1, depends on the number of phonons through the
Bose–Einstein distribution function, fBE = 1/(exp(QD/T) � 1), the
Sph-e was modeled as being proportional to exp(QD/T) � 1. The Se is
proportional to the temperature through the Mott formula, Se � aT.
A good data fit to the expression, S = Se + Sph-e (=aT + b[exp(QD/
T) � 1]), where a and b are constants of proportionality (Fig. 48)
was used to justify the above hypotheses.

It was then remarked that the larger t̄ only applies only to
phonons participating in the phonon drag. Consequently, the kL

which is due to the averaged contributions of all the phonon modes
would be unaffected. However, a reduction in the kL can be brought
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about by a reduced phonon group velocity peculiar to one-
dimensional phonon propagation, as outlined in the inset to
(Fig. 48) While this study is interesting in that values below the kL,

min were obtained, many details regarding phonon propagation and
their contribution to a reduced kL still have to be elucidated. For
example, under what specific geometries would a three-dimen-
sional to one-dimensional crossover of phonon propagation and
the incorporation of the NW boundaries into the propagation mode
be possible? The spectral distribution of the phonons contributing
to the Sph-e must also be rigorously clarified along with the range of
carrier concentrations for which Sph-e can be tailored through an
increased t̄. It is also of interest to examine the validity of this
model for different materials. From an experimental point of view,
the lack of a pronounced thermal isolation, e.g., between the
heating and sensing islands, could contribute to errors in the
measurement and reproducibility of the ultra-low kL values is
necessary.

So far, we have considered the electrical and thermal
characteristics of nanostructured thermoelectrics with an aim of
increasing their figure of merit. In the next section, we will review
an alternative method of thermal to electrical energy conversion
based on electron emission in a temperature gradient.

4. Thermionics at the nanoscale

The basic aspects of thermionic emission were first introduced
in Section 1.2 and through Fig. 3. In this section, we elucidate how
thermionics has been implemented in nanostructured materials
for energy conversion and refrigeration. Most thermionic applica-
tions are, at present, focused on the latter issue. A powerful
motivation for thermionic refrigeration is provided by the
miniaturization of electronic devices. Intrinsic to the devices, it
is seen that high temperatures are prevalent at certain spots/
locations resulting in a non-homogeneous temperature distribu-
tion (with a DT of 5–30 K above the average) and heat fluxes (in the
range of 10–50 W/cm2). Concomitantly, with miniaturization now
approaching the nanoscale, module and chip heat fluxes could
reach 15 and 250 W/cm2, respectively [194]. Hence, thermal
management becomes critical as a 10 K rise in semiconductor
junction devices could shorten their lifetime by a factor of two
[195], catalyzed by an exponential dependence on the temperature
rise. Consequently, thermionics integrated with electronic devices,
which could achieve heat pumping/cooling power densities in the
range of 10 W/cm2 or greater could be very useful. We first
consider traditional vacuum-based thermionics and subsequently
solid state approaches which could be easier for integration with
electronic devices. Much work has been done in arranging [196]
solid state superlattice-based structures incorporating thermionic
emission based cooling for heat pumping, temperature stabiliza-
tion, and temperature tuning in microelectronics.

4.1. Evaluation of thermionic device efficiency and challenges in

application

The current (Jth), from the cathode to the anode in a typical
vacuum diode, in the absence of electron interactions, is given by
the Richardson equation [18] through Jth = A0T2 exp(eF/kBT). A0ð¼
emk2

B=2p2�h3Þ is a constant �120 A/cm2 K2, F is the work function,
as defined in Fig. 3 is typically appropriate for bulk emission—
considering a three-dimensional density of states charge distribu-
tion at the emitter. It should also be noted that this equation is
rigorous only when the electron mean free path is greater than the
distance between the cathode and the anode [197], i.e., the
electrons do not scatter during transit. Such ballistic transport
distinguishes thermionic devices from traditional thermoelectrics
where electron transport is mostly diffusive. From the original
theory [198], additional assumptions underlying the Richardson
equation include that (1) the barrier height is much larger than kBT,
(2) thermal equilibrium is established at the plane of emission, and
that (3) the net current flow does not affect the thermal
equilibrium, and is a superposition of two currents (one from
the cathode to the anode: JC and the other from the anode to the
cathode: JA).

For use of thermionic emission in energy conversion, the cathode
with a work function FC in contact with a hot reservoir (at
temperature, TH) emits electrons into vacuum which are then
attracted to a cold anode (at temperature, TC) with a work function
FA. It is desirable for FC <FA to increase forward electron emission
relative to electron back flow. The net current (Jth), passing through
an external circuit, would then be:

Jth ¼ JC � JA ¼ A0 T2
Hexp � Fc

kBTH

� �
� T2

C exp � FA

kBTC

� �� �
(46)

To obtain a large power density, the thermal to electrical energy
conversion would have to be maximized, i.e., through a large Jth,
implying a large JC and a small JA. In addition to intrinsic factors,
such as F, TH, TC, etc., one must also consider the formation of space
charge in between the electrodes, due to finite electron transit
times, which could reduce Jth [199]. The value of V (=V0) necessary
to reduce the Jth to zero (i.e., an open circuit condition) could be
analogous to the Seebeck voltage [200].

Similar considerations hold for the use of thermionic emission
in refrigeration. Here, a hot surface, in contact with the cathode,
can be cooled through electron flow from the cathode to the anode.
A voltage bias (V) relative to the cathode is applied on the anode
(Fig. 3), which increases the Fermi level (EF) and the effective work
function of the anode, i.e. FA is replaced by FA + eV in Eq. (46). This
then reduces the counter electron emission current from the anode
resulting in a net increase of Jth and a reduction of the cathode
temperature, TH. Cooling occurs as the emitted electrons, from the
cathode, are of higher energy than the Fermi energy (EF) of the
cathode. Given that, as discussed in Section 2.1, the excess thermal
energy of electrons is equal to (E � EF), the removal of such ‘‘hot’’
electrons implies cooling. Conversely, since the anode’s emission
current is less than that of the cathode’s, the anode temperature, TC,
would be raised by the received electrons. This phenomenon
would then be analogous to the Peltier effect in a thermoelectric.

For thermionic devices that are designed for refrigeration, the
efficiency is usually rated through the coefficient of performance
(COP). The COP is given by the ratio of the net thermal energy
transported to the electrical power input (Pinput), as

COP ¼ QTI þ QRad � QR � QK

Jth  V þ QR
(47)

We first consider the numerator, composed of the thermal energy
transported from the cathode to the anode by the thermionic
current (QTI) and due to radiative heat transfer (QRad). Heat transfer
by conduction or convection is avoided through the use of vacuum
and is not considered for the COP calculation. QTI is given by the
product JthV, where V includes the overall potential barrier (F)
that has to be overcome in addition to the average kinetic energy of
the electrons as they cross the cathode/barrier interface (=2kBT,
assuming a Maxwellian electron distribution [201]), i.e.,
eV = F + 2kBT, and QTI = Jth(F/e + (2kBT/e)). QRad = �esSB ðT4

H � T4
C Þ,

where e is the thermal emissivity of the electrodes and sSB, the
Stefan-Boltzmann constant (5.67 � 10�8 W/m2 K4). While QRad is
negligible (�0.04 W/cm2) at T = 300 K with a temperature differ-
ence (DT = TH � TC) of 100 K, it increases rapidly at higher
temperatures, e.g., at T = 1000 K and with a DT of 100 K, QRad is
�2 W/cm2which is significant and could reduce thermionic
conversion efficiency. Additionally, heat generation from a finite



Fig. 50. Arrangement for probing thermo-tunneling phenomena for thermionic

emission mediated refrigeration. A suspended cantilever tip is used as an emitter

while a collector is placed �2 nm away, and is controlled through a piezoelectric

bimorph actuator. A temperature change/refrigeration of 0.28 mK was measured

through monitoring the change of resistance of an integrated resistive thermometer

(reprint permission from [210]).

Fig. 49. Cooling powers greater than 100–1000 W/cm2 can be achieved through

vacuum-based thermo-tunneling (incorporating both thermionic emission and

tunneling) methods, using low work function (F) emitter electrodes. However,

heating through electrons emitted from below the EF (known as the Nottingham

effect) could be harmful (reprint permission from [204]).

P. Pichanusakorn, P. Bandaru / Materials Science and Engineering R 67 (2010) 19–6354
device resistance (R) and the thermal conductance (K) leads to both
Joule heating at the cathode, QR (=0.5J2R) and parasitic heat
backflow QK, which must be subtracted from the net forward
transport of the thermal energy.

For the denominator, the Pinput to facilitate the electron
emission is comprised of the electrical input, JthV and the heating
QR. Eq. (47), and the COP is derived by considering these quantities.
It can also be understood [5] the COP must then be optimized, for
particular device characteristics (defined by R, F, T, etc.) at a
particular Jth. Consequently, both the Jth and the COP are used for
evaluating thermionic device performance.

However, the main challenge in thermionics research seems to
be in obtaining a large enough Jth for practical cooling applications
through decreasing the F of the cathode material, rather than
the maximization of COP. Since cooling power densities,
�QTI = Jth(F/e + (2kBT/e)) exceeding 10 W/cm2 would be required
for large scale application of thermionics (at room temperature)
typical metals with F > 2 eV (e.g., Li: 2.3 eV, Cu: 4.4 eV) would not
be able to supply any reasonable Jth. Indeed, with F � 2 eV, a
temperature in excess of 1300 K would be necessary to obtain a
QTI of 10 W/cm2 (with a corresponding Jth of �4.5 A/cm2, which
seems impractical). For room temperature operation, the F would
have to be reduced to �0.33 eV, which has not yet been achieved
for any material. While Cs–O coated surfaces of doped semi-
conductors, could have a lower F � 1 eV [202], such efforts seem
to have received less attention (Section 4.4). In the following
sections, we look at various other methods to overcome the high
work function problem through the use of nanostructures. We
will first consider experiments based on the original formulation
of thermionics, i.e., where a vacuum separates the cathode and
the anode.

4.2. Applications of vacuum-based thermionics through

nanofabrication

To overcome the problem with an intrinsically large F,
thermionic emission across nanometer sized gaps was considered
for obtaining large Jth. In this case, for a given applied voltage, the
electric field (� spatial voltage gradient) are enhanced, due to the
small gap spacing. An additional contributing factor, relevant at
such scales, is that electrons in the electrodes induce positive
image charges [203] in the surrounding vacuum and the resulting
electric field could supplement the applied field, reducing the net
barrier to electron emission to below the nominal F. The
magnitude of the barrier reduction is directly proportional to
the total electric field with the result that cooling power densities
could be increased by orders of magnitude (Fig. 49). It can also be
seen from this figure that at gap spacing less than 10 nm, cooling
power densities greater than 1000 W/cm2 are possible at room
temperature [204]. The use of tapered electrodes [205], such as
nanotubes/nanowires which have a smaller radii of curvature,
which enhance the electric field was also proposed for increasing
cooling power.

Cooling from thermionic emission was experimentally investi-
gated using a pair (i.e., cathode and anode pair, with a gap spacing
�1–2 nm) of micro-fabricated tips on cantilevers similar to those
used at the ends of an Atomic Force Microscope (AFM) (Fig. 50).
While a temperature change �0.1 to 1 mK, corresponding to nW of
cooling was measured, the absence of further characterization in
terms of the COP/Jth precludes detailed understanding of the efficacy
of such an approach.

Moreover, the emission of electrons at large electric fields can
also result in undesirable heating. For example, a net cooling of the
cathode/emitter will occur when electrons [206] from above the
Fermi energy (EF) are removed. On the other hand, a heating of the
cathode occurs for electron emission from energy levels [207]
below the EF; this phenomena has been referred to as the
Nottingham effect [208]. The probability of such emission
increases under large electric fields with the consequence of a
smaller than expected reduction in the emitter temperature. Such
effects have been observed experimentally [209]. Other factors
that would have to be taken into account, in such experiments,
include the possibility of electron tunneling between the electro-
des (Fowler–Nordheim type field emission), which could occur if
the spacing between the electrodes was reduced adequately to
permit such type of field emission. In situations where both
thermionic and tunneling effects are prevalent, phenomenology
related to thermo-tunneling is used [206].

Whether such arrangements can yield practical cooling powers
over a large area is generally unclear due to several reasons. First, a
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well defined gap must be maintained and second, for the F to be
reduced to around �0.33 eV by electric field induced barrier
lowering, the initial F of the electrode material surface itself
should be <1 eV. Both these are difficult to achieve. While it was
suggested [210] that increasing the effective emitter area could be
used to increase the cooling current density, the maintenance of a
small gap (with a maximum spacing �5 nm) for enhanced electric
fields [211] would be quite challenging for large scale fabrication
and additionally, prompt a reconsideration of parasitic radiative
heat flow from the emitter/cathode to the anode.

4.3. Energy filtering: achieving maximum possible efficiency

In the previous two sections, it was seen that using a purely
vacuum-based approach for thermionics, as originally envisaged,
presents problems due to the (i) large work function of the emitter,
along with the (ii) possibility of the Nottingham effect mediated
heating at high electric fields. To control and limit the energy range
of the emitted electrons, especially for (ii) above, resonant tunneling

of electrons along with electron energy filtering has been proposed
[212]. Such energy selective emission of electrons requires a
greater consideration of the details of their spectral dispersion
[213]. This could be done through employing an idealization and
considering the optimal conditions for maximizing the efficiency
of a thermionic/thermoelectric heat engine using electrons as the
‘‘working gas’’. It is well known, for example, that the maximum
thermodynamic efficiency is given by the Carnot efficiency, hCarnot

(=1 � TC/TH) where TC is the temperature of the cold anode, and TH

the temperature of the hot cathode [214]. Additional requirements
for achieving hCarnot include perfectly reversible carrier transport
at a single energy [215], say, eR. Now, for a thermionic heat engine/
power generator the efficiency, hPG

TI ¼W=QH is defined as the
ratio of the work (W) done per electron transmitted from the hot to
the cold reservoir to the heat removed from the hot reservoir
(QH). Referring to Fig. 51, W = eV0 = (eC � eH), where eC and eH

are the electrochemical potentials of the cold and hot reservoirs,
respectively and QH = (ER � eH). This implies that hR

TI ¼
eC � eHð Þ= ER � eHð Þ. For transmission to occur exactly at eR, the

electronic probabilities, manifested through the Fermi–Dirac
distribution (fFD) at both the HOT ð f H

FDÞ and the COLD ð f C
FDÞ sides,

should be equal, as stipulated through:

f H
FD ¼

1

½1þ exp ER � eHð Þ=kBTH�

� �
¼ f C

FD ¼
1

½1þ exp ER � eCð Þ=kBTH�

� �
(48)
Fig. 51. A thermionic device can be considered as a heat engine operating between a

hot reservoir (TH) and a cold reservoir (Tc), and could achieve Carnot efficiency if

reversible electron transport occurred between the reservoirs through a single

energy level (ER) (reprint permission from [215]).
From substituting the above equality in the expression for hPG
TI , it

can be inferred that hPG
TI approaches hCarnot when electron transport

indeed occurs through a single energy level. In an analogous
manner, the efficiency of thermionic refrigeration ðhR

TIÞ can also be
derived and equated to the equivalent Carnot efficiency for
refrigeration, as:

hR
TI ¼

ER � eC

ec � eH
¼ TH

TH � TC
(49)

In practice, such a specific energy level, eR, can be obtained in
nanostructured devices, e.g., through resonant tunneling effects as
outlined in the next section. However, electron emission through
such discrete energy levels/narrow energy range would also limit
the total available power. Increased power, at the expense of
irreversible electron transport and reduced efficiency, may then be
obtained by broadening the range of energy levels, above eR.

4.4. Vacuum-based resonant tunneling approaches

The electrons from a bulk emitter electrode can be selectively
transmitted, through resonant energy levels in the semiconductor,
into vacuum with a resultant cooling of the emitter. The principle
[212] behind this approach is illustrated in Fig. 52, and primarily
involves coating an emitter surface with a thin (<5 nm) wide band
gap semiconductor. Application of an electric field, then creates a
triangular shaped potential well with quantized energy levels in
the semiconductor layer, in the perpendicular direction. Electron
emission from the electrode into vacuum could now occur
resonantly through these energy levels. As the electric field is
increased, the alignment of the semiconductor sub-bands with the
emitter hot electron energy levels is also enhanced resulting in
greater electron emission and cooling. The extent of cooling would
also be proportional to temperature, due to the energy level
broadening of the sub-bands, which allows for a greater amount of
electron flow. A cooling power greater than 1000 W/cm2, at electric
fields �7 MV/cm, was predicted at T = 300 K using such a scheme.
Off resonance, the electron emission would be decreased and when
the sub-band is of energy lower than the Fermi energy of the
emitter, e.g., at very large electric fields, there is the possibility of a
net heating of the emitter due to emission of electrons from states
below the EF via the Nottingham effect [216]. The uniformity of
Fig. 52. (a) To overcome the large work function typical of most metal electrodes,

the emitter electrode is coated with a, very smooth (less than 20% variation in

thickness), thin layer of wide band gap semiconductor. (b) In the presence of an

electric field, electrons can resonantly tunnel through the energy levels in the

semiconductor into the vacuum thus affecting a cooling of the emitter (reprint

permission from [212]).



Fig. 53. (a) Coating an electrode emitter with a semiconductor achieves the replacement of a large work function (F) with a smaller Schottky barrier (Ec � EF � 0.5 eV). Here

the electrons traverse the semiconductor layer through internal field emission before being emitted into vacuum. (b) The possibility of carrier heating during their traversal in

the semiconductor can be diminished through the deposition of semiconductor layers exhibiting a band gap gradient. (c) On the application of an electric field the conduction

band is flattened, reducing the intrinsic Joule heating (reprint permission from [218]).
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emission due to the film thickness uniformity and the heating of
the anode, at large current densities, are of concern in this scheme.

An alternate method to effectively decrease the barrier for
electron emission also involves the coating of the cathode/emitter
with a semiconductor layer [205] (Fig. 53(a)). The electron
emission is now regulated by the electron affinity (x) of the
semiconductor and the Schottky barrier between the metal
cathode and the semiconductor, both of which can be made much
smaller than F, e.g., by using a Cs–O coated surface with a work
function smaller than the semiconductor bandgap [217]. On the
application of an electric field, the electrons are emitted from the
metal into the semiconductor and then drawn into the vacuum.
The Joule heating of the semiconductor layer due to electron transit
could be avoided through the use of a series of semiconductor
layers with graded energy bandgaps [218] (Fig. 53(b)). On the
application of an electric field, the band flattening in the
semiconductor layers (Fig. 53(c)) facilitates isothermal electron
transfer through the semiconductor. The effective barrier for
electron emission is then the modified electron affinity i.e., V2 in
Fig. 53(c), which could be smaller than F. Generally, at low electric
fields the emission is limited by F while the Schottky barrier
height V1 influences the emission at high electric fields, with the
highest efficiency obtained when V1 equals V2. It was calculated
that large emission currents corresponding to cooling power
densities of the order of 10–100 W/cm2 could be achieved in this
configuration. While such an idea does not seem to have been
experimentally demonstrated, it is pertinent to note that x is
generally easier to manipulate compared to F. For instance, certain
oxide surfaces (i.e., CaO and MgO) could be formed with a negative
F, when x is smaller than the energy band gap.

4.5. Solid state approaches

To date, the experimental implementation of vacuum-based
thermionics seems quite restricted by the (1) large F, (2)
Nottingham effects, and (3) unwieldy demands placed on the
experimental apparatus, i.e., small gap spacing, etc. A solid state
thermionic approach, where the vacuum would be replaced by a
semiconductor barrier layer, was then proposed [219] based on the
analogy of the work function/barrier height to the band offset

between the chemical potentials/EF of the constituent semicon-
ductors, e.g., in a heterostructure [220]. The proposed solid state
approach exploits semiconductor band engineering to tune the
effective F through combinations of lattice matched semiconduc-
tors, e.g., in the GaAs/Al1�xGaxAs system where the band offset is
dependent on x. Additionally, the spacing between the cathode and
the anode can be very precisely and effectively controlled through
thin film deposition using MBE or MOCVD. However, the
replacement of vacuum with a barrier material of finite thermal
conductivity would now allow heat backflow (increased QK in
Eq. (47)) and reduce thermionic cooling efficiency. Some of the
basic principles behind present research and applications focus on
the use of multilayers and superlattices, which promise (i)
enhanced cooling power densities to reduce module and chip
heat fluxes, and (ii) faster transient response for overcoming
sudden temperature excursions [221], and will now be discussed.

4.5.1. Solid state thermionic devices

A solid state thermionic design is based on principles similar to
those enunciated earlier for vacuum-based systems. The band
offset between the emitter and the barrier layer would accomplish
energy filtering whereby only electrons higher in energy than the
barrier (of energy Eb) would be transported. The separation of high
energy electrons could then yield an enhanced effective Seebeck
coefficient (S) albeit with diminished electrical conductivity (s),
due to a reduction of the total carrier concentration. The increase of
S could also be inferred through its proportionality to the ratio
(EF � Eb)/kBT in the direction of electron transport over a barrier,
where a larger separation of Eb from EF enhances S (see Section
2.3.2).

To prevent heat backflow, the barrier layer must have the

lowest possible kL. The thickness of the barrier (L) is then subject to

the limits of heat carrier mean free path, lm (upper limit) and
tunneling (lower limit). In analogy to vacuum-based thermionics,
where the current flow from the hot cathode to the cold anode is
ballistic, the L should be smaller than the effective electron mean
free path in the barrier material. At the other limit, electron
tunneling is promoted by a very small L. Now, the propensity for
thermionic emission through the barrier is proportional to

exp(�F/kBT) while the extent of tunneling is proportional to

expð�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mF=�h2

q
LÞ. Consequently, thermionic emission would

dominate if L> ðF=kBTÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�h2
=2mF

q
which then implies that below

a certain length, Ltð¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðF=2mÞ

p
�h=kBTÞ tunneling is dominant. It

can then be calculated that for an effective barrier height, i.e.,
F � 1 eV and at T = 300 K, Lt � 3.7 nm. The upper limit on L � vFt,

where vF is the Fermi velocity ð¼ �hkF=mÞ and t, is the mobility

relaxation time (�mm/e) – see Section 2.3.1. With an electron

concentration �1022/cm3 and a mobility of �0.1 m2/V s, an lm of
�500 nm was estimated. Therefore, the barrier layer thickness
would have to be in a wide range, between 3.7 and 500 nm. The
width of the emitter is normally chosen by considering the electron
energy relaxation length and is such that it enables carrier
traversal without being subject to electron–phonon scattering
[222].

Based on such ideas, a heterostructure based thermionic cooler
was theoretically proposed [219] with Hg1�xCdxTe as the barrier
layer, using optimized band offsets from the anode and cathode.
Hg1�xCdxTe was chosen due to its low thermal conductivity (�1 W/
mK) and barrier height of �0.4 eV [223]. The Jth through the device
was modeled by the Richardson equation to be �104 A/cm2 for an
electron mean free path of �0.3 mm at T = 300 K. While such
current densities were deemed to yield cooling power densities on
the order of 1000 W/cm2, it was intriguing to note that an effective
Seebeck coefficient, S � 200 mV/K, was assumed. While electron
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transmission over the barrier could possibly yield enhanced S, such
an enormous value and its role in obtaining such high cooling
powers needs to be further clarified. This is especially important to
justify the claim that the thermionic cooling could be two to five
times better than Peltier cooling. Experimental investigation of
such an approach was implemented in a MOCVD fabricated device,
comprised of a n+ InGaAs cathode/InGaAsP barrier (1 mm thick)/n+
InGaAs anode patterned into 90 mm � 180 mm mesas [224]. With
a barrier height of �0.1 eV, a cooling of �0.5 K (at a heat sink
temperature of 20 8C) and�1 K (at 80 8C) was measured and stated
to correspond to a cooling power of 200–300 W/cm2 (Fig. 54).
While the larger cooling at higher temperatures could be due to
both the increased current density and reduced barrier kL, further
modeling seems to be necessary to understand the individual
contributions. Additionally, since the current density was of the
order of 100 A/cm2, it would have been useful to delineate how the
particular values for the cooling power were obtained. Thermal
modeling indicated that parasitics (i.e., Joule heating in the wire
bonds and at the contacts, heat conduction from the package,
thermal conductance of the barrier layers, etc.) contributed to the
lower than expected cooling. Such issues seem to be quite common
in experimental investigations of thermionic cooling and much
attention then has to be paid to packaging. Parasitic heat
conduction may be further reduced through the use of multilayer
[225]/superlattice [26] structures, which provide additional
resistance to heat flow, as outlined in Section 3.4.4. While the
presence of band energy offset at each electrode-barrier layer
junction layer [226] results in an incremental cooling, it is unclear
whether the net cooling obtained would be much different than
that obtained by attached single-barrier structures.

It would be interesting to consider the differences and
correspondences of the thermionic multilayer structures/super-
lattices to what has been proposed for thermoelectrics. The
thermionic equations are nonlinear with respect to the applied
voltage and temperature (e.g., the Richardson equation) and are
relevant strictly for the ballistic propagation of electrons.
Consequently, the Joule heating in the barrier layer is not of
concern in an ideal thermionic device [220]. However, the basic
mechanism in both solid state thermionics and thermoelectrics
seems to be related to the Peltier effect, say at the electrode-
semiconductor barrier interface. For devices with length scales
equal to a electron mean free path it has then been shown that the
figures of merit of thermionic and thermoelectric devices converge
to a common expression [227]. While it was thought earlier
[200,228] that thermoelectric-based devices would be more
Fig. 54. A cooling of �0.5 8C was observed by thermionic emission with an n+

InGaAs cathode/InGaAsP barrier/n+ InGaAs anode configuration. Higher cooling

efficiencies could be obtained at higher temperatures, due to the waning influence

of the parasitics (reprint permission from [224]).
efficient than those based strictly on thermionic phenomena,
the mutual equality can now be understood more intuitively [220].
When a solid state material replaces the vacuum in a thermionic
device, the limiting factors for maximum efficiency would indeed
be similar to that of a thermoelectric.

4.5.2. Energy/momentum filtering in superlattice devices

In the heterostructure based coolers considered in the previous
section, energy filtering which could yield larger S values along
with enhanced efficiencies (see Section 4.3) was postulated to
occur due to the selective transmission of electrons. In super-
lattices, the relevant electron energies from which emission occurs
are quantized in the direction perpendicular to growth (say, the z-
direction) and only energies/momenta in that direction are
relevant. In such devices, assuming atomically smooth interfaces
between the constituent thin films, the lateral momentum (kz) of
the carriers is discrete and conserved. Additionally, only electrons
with energy E (>Eb), corresponding to momenta greater than a
particular kz (>kb, corresponding to that of the barrier) surmount
the barrier. However, generally, for a given energy E there are a
larger number of electrons with a continuous distribution of
momenta (kx, ky, and kz) in comparison to when kz is discrete (and
kx and ky have a continuous spread). Consequently, a greater
current density can be obtained through carrier emission in the
former case through a continuous distribution of kz, i.e., through a
non-conservation of the lateral momentum [26]. The underlying
idea [26] is illustrated in Fig. 55.

When all electron energies, greater than Eb regardless of the
momenta, are involved in thermionic emission, kr filtering is said to
have occurred. Referring to Fig. 55, a larger magnitude of electrons
in V2 compared to those in V1—obtained through kr filtering,
increases emission current densities [229] and concomitantly the
power generation or extent of refrigeration.

A possible basis for the expectation of a larger magnitude of
currents through such processes is manifested through Ballistic
Electron Emission (BEEM) spectroscopy [230] on non-epitaxial

metal/semiconductor interfaces [231], e.g., Au/GaAs. The emission
of ballistic electrons into a solid through vacuum tunneling, from a
Scanning Tunneling Microscope (STM), is based on the conserva-
tion of the transverse momentum [232] and was expected to
populate the G valleys, in the GaAs. However, experimental results
indicated a considerable electronic current also for the L and the X
valleys and were interpreted as due to interfacial electron
scattering and non-transverse momentum conserving processes
[233], resulting in a redistribution of electrons away from the
primary G channel.

The conversion of a discrete kz to a continuous distribution of kz

could then be obtained through breaking the translational
Fig. 55. Electrons of a narrow energy range in the Fermi sphere, corresponding to

either a fixed direction (kx) or a fixed magnitude (kr) are considered for restricting

the energy range of the transmitted electrons (reprint permission from [26]).



Fig. 58. An enhancement of the Seebeck coefficient in the cross-planar configuration

is observed presumably due to enhanced thermionic emission over the barriers

[237]. However, the role of ErAs for momentum randomization has not been

elucidated (reprint permission from [236]).

Fig. 56. A non-planar interface can help in breaking the translational invariance of

the lateral momentum, kz, and contribute to greater electronic current transit. In

this context, a enhanced degree of roughness, through a smaller Lw and larger Ld,

could contribute to enhanced electron emission. The length scales involved in the

momentum randomization, at the interface, are intermediate between the electron

mean free path and the electron de Broglie wavelength [268]. Such pyramidal

structures can be found in lattice mismatched systems such as GaInAs/AlGaAs [269]

as self-aligned quantum dots (reprint permission from [234]).
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invariance at the emitter–barrier interface. This could be accom-
plished, for example, through the introduction of symmetry
breaking non-planar barrier interfaces [234], as illustrated in
Fig. 56. The introduction of controlled roughness to thus increase
electron emission current density, and hence thermionic device
efficiency, must be carefully analyzed in view of factors such a
reduced thermal conductivity and diminished carrier mobility,
along with the possibility of Joule heating. It is also to be noted that
the distinction between momentum conserving and non-conserving

processes could be less significant at increased temperatures [235],
due to the randomizing effects of thermal energy.

Experimental results in thermionic superlattices, to date, have
not demonstrated a very clear efficiency enhancement. In this
context, non-planar interfaces for randomizing electron momenta,
and increasing total electron current density, were implemented
through the growth of sub-monolayer thin films and/or nano-
particles [236], as shown in Fig. 57, e.g., using ErAs based interfaces
in InGaAs quantum well/InGaAlAs barrier thermionic superlattices
with a conduction band offset of �0.2 eV. In this case, an
enhancement [237] of the S in the cross-plane direction (perpen-
dicular to the growth direction) over that in the in-plane direction
seems to have been observed [236] (Fig. 58). While the
enhancement was attributed to electron filtering such a result
can also be understood as due to the mode of carrier transport. In
the in-plane direction, the Seebeck coefficient is the weighted
Fig. 57. Multilayer structures, incorporating ErAs monolayers – structure A and, (b) ErAs n

filtering induced enhancement in the Seebeck coefficient, to explore the effects of non-p

along with an inset of the coherency between the ErAs and the InGaAs matrix (reprint
sum of the individual layers’ S (from Eq. (35)) and would
necessarily be smaller than that for the cross-plane direction
where the net S is simply additive with the individual S
contributions. Additionally, the contribution from enhanced
electronic emission is ambiguous between the conserved and the
non-conserved cases. While momentum non-conservation along
with the possibility of ErAs acting as an electron donors [238] to
increase the s were both considered to be effective, quantitative
agreement of the increase of the S2s from these individual factors
is unclear from the presented results [236]. However, an enhanced
figure of merit due to a kL reduction brought about by ErAs
contributing to phonon scattering seems plausible [239]. It was
postulated that while alloying was successful in scattering
(Rayleigh scattering) the short wavelength/Brillouin zone edge
phonons (lph � 0.1 nm), ErAs nanoparticles, �1–4 nm in size,
could scatter medium/longer wavelength phonons and hence
diminish kL. The reduction of the kL did seem to be proportional to
the (1) amount of introduced ErAs, (2) ErAs particle size, and (3) the
randomness of distribution.

Thin film power generators constituted of 400 p- and n-type
ErAs:InGaAs/InGaAlAs superlattice (5 mm total thickness, fabri-
cated through MBE and comprising 70 periods of 10 nm InGaAlAs
and 20 nm InGaAs) thermoelectric elements were fabricated [240].
For the n-doped material, approximately 0.3–3 vol% of ErAs
was randomly distributed in the InGaAs layers, in addition to Si
anoparticles – structure B, embedded in InGaAs used to probe the effects of electron

lanar interfaces. (c) The random distribution of the nanoparticles in (b) is illustrated

permission from [238]).



Fig. 59. A superlattice cooler, comprised of alternate layers of n-Al0.1Ga0.9As

(10 nm) and n-Al0.2Ga0.8As (10 nm), was used to obtain a maximum cooling of 0.8 K

at 25 8C and 2 K at 100 8C (reprint permission from [250]).
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co-doping to yield a total carrier concentration �1018 to 1019/cm3.
For the p-type elements, Be was used as a dopant. The InGaAlAs
layer was composed of a digital alloy of 60% InGaAs and 40% InAlAs.
While it may be surmised that the InGaAs functions as a quantum
well, the precise role of the individual layers in analogy to quantum
well superlattices is unclear in these experiments. While the COP
was not reported, a power density �2 W/cm2 was noted
(corresponding to a power output of �0.7 mW from a 0.04 mm2

device area) with a 30 K temperature difference. Based on thermal
simulations, parasitic temperature drop (�85%) across the heater
plates, rather than the device, was thought to be responsible for the
lower power output. Additionally, as it was seen that the power
output increases with temperature, the role [240] of ErAs in
reducing the kL and improving thermionic efficiency also needs to
be elucidated.

When inclusions, e.g., nanoparticles [241], or barriers, e.g., grain
boundaries [242], are introduced into the matrix the contrast in the
dielectric constant can induce electron scattering at the interfaces.
In the case of metallic particles embedded in a semiconductor host,
carrier scattering from the interface potential – proportional to the
difference of the metal and the semiconductor work functions –
was posited to influence the S2s. The S could be enhanced due to a
stronger dependence of the relaxation time on energy, e.g., through
the @ln(t(E))/@ln(E) term in Eq. (31) due to an increase of the r – see
Eq. (18). For example, in the case of high energy electrons weakly
scattering off the nanoparticles, the Born approximation [243]
posits that t(E) � E3/2. The lower energy electrons interact more
strongly and could even be backscattered, resulting in a net
forward filtering of the electrons. It is expected that such filtering,
which could presumably enhance the average electron energy hEi
and the S (as in Eq. (28)), could be more influential in one-
dimensional structures. However, for larger interface potentials,
e.g., with Schottky barrier heights>0.3 eV, the Born approximation
is not justified and r may not be as large. Additionally, interfacial
strain could also influence the energy dependence of the electron
scattering and change r.

Experimentally, an enhancement of r from �1 to �1.5 was
measured in bulk PbTe thermoelectrics with Pb precipitates (20–
40 nm) [55,244] through the method of four coefficients (see
Section 2.6.1 and Fig. 20), cf. in bulk PbTe only, the r was measured
to be�1. While it was shown that the S of the bulk PbTe was almost
doubled, at 300 K, from�250 to�450 mV/K presumably due to the
precipitates, the s decreased by almost two orders of magnitude
from �105 to �103 V�1 m�1. A similar increase in the S due to a
decreased grain size, of �100 nm, was measured in n-PbTe [242]
and ascribed to scattering from the grain boundary interface
potential, of �0.1 eV. Again, a drastic reduction in the s questions
the validity of such approaches in increasing S2s. In the study on
InGaAlAs with embedded ErAs nanoparticles (2–3 nm), the S was
not increased [245] compared to the samples without the
nanoparticles. However, an enhancement in the S2s, up to 10%
at 300 K, was attributed to an increased s due to electron donation
from the ErAs to the matrix, as previously noted. An interesting
observation was that an increased surface area, corresponding to a
larger volume fraction of ErAs particles, could have the same role as
the interfacial potential [245].

4.5.3. Influence of interfaces in thermionic devices

The consideration of interfaces is especially important for
nanostructures, where the large surface area to volume and contact
resistances often dominate electrical properties. It was shown that
very small contact resistances (even of the order of 10�7 V cm2)
can have a deleterious effect on the cooling and the COP of
thermionic devices [246], reducing the COP by as much as a factor
of 20—much more significant than in the case of thermoelectrics. As
discussed in Section 3.4.3, any thermal boundary resistance at the
emitter–barrier interfaces [247] would reduce the thermal flux by
dT/RB where dT is the temperature drop across the interface and RB

is the equivalent resistance of the barrier. An equivalent boundary
[248] Seebeck coefficient (SB) may also be defined, related to the
entropy gain of the carriers at the interface, which could add to the
bulk/diffusive S. Alternatively, the boundary and the bulk may be
considered as parallel conductors and the effective S determined
[249] from the formalism outlined earlier in Section 2.5.

4.5.4. Experimental implementations of thermionic cooling

Other superlattice systems, incorporating GaAs/AlGaAs [250],
InGaAs/InGaAsP, and Si/Si1�xGex, have been investigated for
thermionic cooling applications. The choice of these material
systems is motivated by the possibility of their integration with
electronics [198,251] and optoelectronics [252]. A few case studies
are presented.

Thin films of Si-doped Al0.1Ga0.9As (10 nm) quantum well—
Al0.2Ga0.8As (10 nm) barrier layers were alternately grown as a
superlattice to a total thickness of 1 mm on GaAs substrates (with a
thermionic barrier height�85 meV) using MOCVD (Fig. 59). While
the COP or power output density was not reported, a temperature
reduction of approximately 0.8–2 K was observed [253] for device
areas �3600 mm2. However, parasitic heating from the contacts
needed to be better understood. Additionally, the large current
densities,�104 A/cm2, would imply large Joule heating and contact
resistance becomes even more important (see Section 4.5.3). While
a number of theoretical proposals exist for using GaAs/AlGaAs
layers, e.g., incorporating injection of low energy electrons via
resonant tunneling and withdrawal of the high energy electrons
through thermionic processes [254], the expected cooling
(DT < 5 K) seems to be quite low. It would be useful, and perhaps
necessary, to estimate the value of device efficiency/COP to enable
easy comparison across a variety of theoretical proposals. This is
especially important as the cooling, in terms of a temperature drop
or cooling power density, is dependent on specific materials and
geometry.

Micro-coolers comprised of 25 periods of In0.53Ga0.47As
quantum well (5 nm, Si doped)/Al0.52Ga0.48As (3 nm, undoped)
barrier layer superlattices were grown through MBE on InGaAs
buffer layer/InP substrates and were then fused, through eutectic
bonding, with an optoelectronic module on a chip [255]. A cooling
of �0.8 K was obtained in a device of size 1600 mm2, with smaller
cooling observed in larger devices. The cooling power density (Qc)
was then calculated, from measured values of the current (I) and
the S, along with estimated values of the heat backflow (=0.5I2R) for
a given electrical resistance (R) and thermal conductance (K),
through Qc = STcI � (1/2)I2R � KDT, to be of the order of 50 W/cm2



Table 5
A comparison of microrefrigerators fabricated from Si0.8Ge0.2 alloy and a Si/Si0.75Ge0.25 superlattice indicates comparable figures of merit (reprint permission from [260]).

Material Seebeck

coefficient,

S (mV/K)

Electrical

conductivity,

s (V cm)�1

Thermal

conductivity,

b (W/mK)

Power factor,

S2s (10�3 W/km)

Figure of marit,

ZT = S2sT/b

Si0.8Ge0.2alloy (microrefrigerator DTmax = 40 K) 210 367 5.9 1.6 0.08

210a 375 6a 1.7b 0.083b

Superlattice Si/Si075Ci0.25 (3 mm/12 nm)

(microrefrigerator DTmax = 4.2 K)

200–200(?) 384a 6.8–8.7(?) 228(?, estimated) 0.085(?, estimated)

235a 384(jj) 8a 1.2(jj) 0.080b

180(jj) 2.1

aValues used to get the best fit for all microrefrigerator sizes.
bCalculated power factors and ZTs based on the best fit parameters.

jjRefers to in-plane material properties, while.

?Refers to cross-plane material properties.
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with a COP of �0.3. It was then predicted that reducing the
parasitics along with an increased superlattice thickness of
�10 mm could increase the cooling power densities to >200 W/
cm2, with the COP approaching 5. In another study [256], a cooling
of �0.5 K at 25 8C was observed in a single-stage p+ InGaAs
cathode/p InGaAsP (1 mm)/p+ InGaAs anode structure in a
150 mm � 150 mm mesa structure. The COP or cooling powers
were not reported in the latter instance.

Si/Si1�xGex superlattice-based thermionic devices have an
obvious advantage in that they can be seamlessly integrated with
Silicon based electronics and optoelectronics, and are amenable for
higher temperature (>1000 K) operation [257]. A 3 mm thick 200
period (3 nm Si/12 nm Si0.75Ge0.25) MBE grown superlattice
integrated, through a buffer layer, onto a Si substrate was
experimentally shown to exhibit a cooling of up to 3.5 K in a
3600 mm2 device [258]. A transient response of �20–30 ms (as
measured through the rise/fall of the Seebeck voltage generated
through the application of a square wave heating pulse to the
thermionic device) was measured to indicate quick heat removal
and could also presumably be due to the small device size. The
maximum Qc and the COP were estimated [221] at 600 W/cm2 and
0.36, respectively. In the Si/Si1�xGex devices discussed thus far, to
avoid the lattice parameter mismatch between the Ge and Si and
consequent dislocation formation, the growth of additional
Si1�xGex buffer layers is necessary. This additional growth step
was sought to be eliminated through the synthesis of a lattice
matched Si/Si1�x�yGexCy superlattice on a Si substrate. In
comparison to Si/Si1�xGex, the Si/Si1�x�yGexCy interface has both

an increased conduction band and a valence band offset, with the
implication that both hole and electron emission could be used for
thermionic cooling. Thermal measurements on a 3600 mm2 area
device comprised of 2 mm thick (d) 100 period MBE grown
superlattice (10 nm Si/10 nm Si0.89Ge0.10C0.01) indicated a cooling
of �2.5 K, at 298 K (and �6.9 K, at 373 K) [259]. The cooling
densities were estimated, by the equation, Qc = k(DTmax � DT)/d, to
be of the order of 1000 W/cm2. While the COP was not indicated,
the low thermal conductivity of the superlattice (�8.5 W/mK)
could also have been important for the enhanced Qc.

In the above studies, it was noticed that a clear appraisal of the
effects of the quantum well and the barrier layers were not often
made. Consequently, it is not easy to understand the individual and
relative contributions to the device efficiency/cooling power
density from, (1) Peltier cooling at the superlattice/contact or
superlattice/substrate interfaces, (2) thermionic carrier emission,
(3) thermoelectric effects, e.g., an enhanced power factor due to
contributions from an increased density of states, or (4) from the
reduced thermal conductivity, which prevents heat backflow. A
case in point is a recent comparison [260] of the cooling
performance of Si/Si0.75Ge0.25 superlattice based devices with
bulk Si0.8Ge0.2 alloy, which seemed to indicate comparable
efficiencies, for similar device sizes (Table 5).
It can also be concluded that non-ideal factors, such as contact
and thermal resistances, Joule heating, heat backflow, etc., are
especially pernicious in thin film based devices [261]. Much work
then needs to be done in overcoming such parasitic effects to yield
reliable and enhanced cooling power densities in thermionic
devices [262].

5. Conclusions

In this article, we have sought to understand how thermoelec-
tric and thermionic nanostructures could yield higher energy
conversion efficiencies. A thorough investigation, using the semi-
classical Boltzmann transport equation as a basis, was employed
to understand the influences of both the carriers (electrons) and
the lattice (phonons) in various dimensions and length scales. It
was seen that the variation of the electrical conductivity (s) and
the Seebeck coefficient (S) as a function of the reduced Fermi
energy (h) serves as a metric for the optimization of the power
factor, S2s. It is often easier to understand the variation of S2n,
which can be experimentally measured, as the mobility (m) is a
function of the specific material configuration which is quite
difficult to control at the nanoscale. By considering the influence
of quantum confinement in enhancing the density of states (DOS)
and the power factor, we have postulated that it is the magnitude

and not the specific shape of the DOS that is important. In this
context, the dimensionality and particular carrier scattering
mechanisms are very relevant and could cause deviations from
paradigms such as the Wiedemann–Franz type relations. We have
also noted that maximization of S2n involves an optimization of
both S and n, which vary oppositely with h and implied an optimal
S. A survey of experimental results in low dimensional materials
systems, e.g., superlattices and quantum wells, indicated that the
experimental conditions were far from optimal. It was concluded
that there is a paucity of detailed experimental data and
interpretation. Lower dimensional systems, such as nanowires
or quantum dots, are just beginning to be investigated but much of
the improvement, especially in the former, seems to arise due to a
contribution from a reduced lattice thermal conductivity, kL.

A consideration of the classical and quantum mechanical
aspects of the kL yields much insight into reducing the thermal
conductivity from the purpose of minimizing parasitic heat
transport and increasing the figure of merit, ZT. Experimentally,
the reduction of the mean free path seems to be a widely used
concept in nanostructured thermoelectrics. Another interesting
idea deals with reducing kL in nanostructures, up to two orders of
magnitude, close to the lowest possible value of kL, min through the
introduction of scattering at different scales, e.g., atomic scattering
of short wavelength phonons by compositional fluctuations,
surface roughness for longer wavelength phonons, and boundary
scattering. However, for further maximization of the ZT it is not
clear whether this route is promising as limiting values of kL seem
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to have been reached. Roughness, for example, could also
deteriorate the electrical conductivity. Avenues such as phononic
bandgaps and phonon localization which may not adversely affect
electrical parameters should be investigated.

Vacuum-based thermionics, which has the merit of ideally
obtaining close to zero thermal conductances for reduced heat
backflow, does not seem to be feasible for large scale usage due to
major difficulties in fabrication coupled with fundamental
limitations such as large work function for the emitter. Solid state
thermionics, using a low thermal conductivity barrier layer instead
of vacuum, have been implemented in compound semiconductor/
heterostructure superlattices. However, such implementations
seem to be closely allied to thermoelectric devices and have
recently begun to be described in literature using similar
terminology. Many of the theoretical predictions on enhancing
performance, incorporating multilayer refrigeration and energy
filtering, still await experimental validation.

In summary, nanostructures offer a means of tuning the energy
conversion efficiency beyond those offered by bulk materials. The
promise of approaching efficiencies comparable to those in
mechanical cycle based engines along with possible applications
to solid state based waste heat recovery, power generation, and to
the reduction of global warming [263] makes nanostructured
thermoelectrics an exciting field of study. For example, it has been
estimated that �500 million barrels of oil can be saved per year
through the use of thermoelectrics. In the United States,
thermoelectric devices are considered to be a $5 billion industry
with a potential worldwide market of around $50 billion [264],
which provides sufficient economic imperative. However, it seems
that the strategies for the widespread utilization of nanostructured
thermoelectrics are at quite a seminal stage and considerable
experimental effort is necessary. In this context, a cause for
concern in the ultimate application of stand-alone nanostructured
thermoelectrics is the minimum volume of material needed for
sustained temperature gradients to be maintained. In this
connection, nano-bulk thermoelectrics, incorporating nanoscale
features in traditional bulk materials, could be a viable short-term
alternative. Efforts to integrate thermoelectrics with areas of non-
traditional usage, e.g., with photovoltaics for harnessing the IR and
far-IR regions of the solar spectrum [265] might be attractive on a
longer term.
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