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Abstract— This paper revisits a pair of Linear Matrix In-

equalities (LMIs) that are related to checking a frequency

domain inequality (FDI) over a finite interval. The first contri-

bution is to show that the proposed pair of LMIs contain the

original formulation of the Kalman-Yakubovich-Popov Lemma

when the coefficient matrix is constant. The coefficient matrix

can be made affine on the frequency variable at no extra

computational cost. The second contribution is to show how

to transform the frequency variable in order to extend the

proposed results to infinite frequency intervals. In applications

such as robustness analysis, allowing for frequency dependent

coefficient matrices can be significant in reducing conservatism,

a feature which is illustrated with a simple numerical example.

I. INTRODUCTION

Specifications for performance and robustness of dynam-

ical systems are commonly described in terms of freq uency

domain ineq ualities (FDIs), which due to infinite dimension-

ality are not directly tractable in analysis and design. The

Kalman-Yak ubovich-Popov (KYP) Lemma, also k nown as

the positive real lemma, is a fundamental result in systems

theory that establishes eq uivalence between an infinite di-

mensional FDI, namely

[

(jωI − A)−1B

I

]∗

Θ

[

(jωI − A)−1B

I

]

≺ 0 (1)

for all ω ∈ R, where A, B and Hermitian Θ have appropriate

finite dimension, and the search for Hermitian matrix P such

that the linear matrix ineq uality (LMI)

[

A B

I 0

]∗ [

0 P

P 0

] [

A B

I 0

]

+ Θ ≺ 0 (2)

is feasible [1], [2]. Many problems in systems and control

theory can be posed in the form (1) where appropriate

choices for Θ represent the analysis of various system

properties. The significance of the KYP Lemma lies in the

reduction of infinitely many FDIs to a single LMI. In this

original form, the KYP Lemma holds for all freq uencies

ω ∈ R, which can be conservative in practical applications

where specifications of interest are considered only over

finite freq uency ranges.

The finite freq uency KYP Lemma was considered in [3]

where eq uivalence was established between the FDI (1) over
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finite interval ω1 ≤ ω ≤ ω2 and a LMI

[

A B

I 0

]∗ [

−Q P + jωcQ

P − jωcQ −ω1ω2Q

] [

A B

I 0

]

+ Θ ≺ 0,

ωc := (ω1 + ω2)/2, ω1 ≤ ω ≤ ω2 (3)

with Hermitian matrix variables P and Q, where Q is

positive semidefinite. The matrix in (3) that characteriz es

finite freq uency intervals provides a multiplier relaxation, see

[4], for the LMI conditions presented in the original KYP

Lemma. Further generaliz ations, features and discussion of

the above results can be found in [5]. Additionally, for

particular choice of coefficient matrix Θ, the finite freq uency

KYP Lemma specifies a µ-analysis problem over finite

interval that uses constant scaling matrices, which can be

shown through the losslessness of the D, G-scalings [3], [6].

In [7] the authors proved sufficiency of the pair of LMI

[

A B

I 0

]∗ [

I

jωiI

] [

F

G

]∗

+

[

F

G

] [

I

jωiI

]∗ [

A B

I 0

]

+ Θ ≺ 0, i = {1, 2}, (4)

on complex matrix variables F and G, in the context of

robust analysis. The first contribution of this paper is to prove

the necessity of the pair of LMI (4), that is if (1) hold for

all ω1 ≤ ω ≤ ω2, or eq uivalently (3) holds for some P and

Q � 0, then there exists a particular choice of F and G

which is guaranteed to satisfy the above ineq ualities.

At no extra computational cost, the class of coefficient

matrices Θ can be extended to be affine on the freq uency

variable ω. As in [7], given Hermitian matrices Θ1, Θ2, if

the LMI

[

A B

I 0

]∗ [

I

jωiI

] [

F

G

]∗

+

[

F

G

] [

I

jωiI

]∗ [

A B

I 0

]

+ Θi ≺ 0, i = {1, 2} (5)

has some feasible solution F and G, then the FDI (1) holds

over the finite freq uency interval ω1 ≤ ω ≤ ω2 with

Θ(ω) :=
ω2 − ω

ω2 − ω1

Θ1 +
ω − ω1

ω2 − ω1

Θ2.

The second contribution of this paper is to show how the

LMI (5) can be modified to handle infinite freq uency ranges.

The µ-analysis application of [7] is revisited with the devel-

opments presented in the current paper, particularly focusing

on the reduction in conservativeness when evaluating upper

bounds on the entire freq uency interval.
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A. Notation

The following notation will be used throughout the paper.

The scalar j =
√
−1. For a matrix X ∈ C

n×n: X , X∗ are the

complex-conjugate and complex-conjugate transpose of the

matrix X respectively and X−1, X⊥ are full rank matrices

such that XX−1 = I and XX⊥ = 0. He{X} is short-hand

notation for X +X∗. We denote by H C
n the space of C

n×n

Hermitian matrices.

II. FINITE FREQ UENCY KYP LEMMA

The following finite frequency KYP Lemma is developed

from a generalized S-procedure [3]. It gives necessary and

sufficient conditions for replacing FDI constraints with a pair

of inequalities by incorporating a multiplier matrix that is

lossless in characterizing finite frequency intervals.

Lemma 1: Let matrices A ∈ C
n×n with no eigenvalues

on the imaginary axis, B ∈ C
n×m and a Hermitian matrix

Θ ∈ H C
n+m be given. Let scalars ω1, ω2 ∈ R be also given,

then the following statements are equivalent.

(i) The finite FDI

[

(jωI − A)−1B

I

]∗

Θ

[

(jωI − A)−1B

I

]

≺ 0, (6)

holds for all ω1 ≤ ω ≤ ω2.

(ii) There exist matrices P, Q ∈ H C
n such that Q � 0 and

[

A B

I 0

]∗ [

−Q P + jωcQ

P − jωcQ −ω1ω2Q

] [

A B

I 0

]

+Θ ≺ 0,

(7)

where ωc := (ω1 + ω2)/2.

Proof of the above result is omitted here since it is readily

available in [3] or [5] with more discussion and applications.

Our first contribution is to show necessity of the results

in [7], that is that feasibility of the FDI (6) implies feasibility

of the pair of LMI (4). The following theorem can be seen

as an alternative finite frequency KYP Lemma.

Theorem 2: Let matrices A ∈ C
n×n with no eigenvalues

on the imaginary axis, B ∈ C
n×m and a Hermitian matrix

Θ ∈ H C
n+m be given. Let scalars ω1, ω2 ∈ R be also given,

then the following statements are equivalent.

(i) The FDI (6) holds for all ω1 ≤ ω ≤ ω2.

(ii) There exist matrices F ∈ C
n×n and G ∈ C

m×n such

that

He

{[

F

G

]

[

I −jωiI
]

[

A B

I 0

]}

+ Θ ≺ 0,

i = {1, 2}. (8)

Proof: Follow the methods in [7] to show that (ii)

implies (i). To show that (i) implies (ii), assume that (6)

holds for all ω1 ≤ ω ≤ ω2. From Lemma 1 there exists

matrices P, Q ∈ H C
n, Q � 0 such that (7) holds. Define the

matrix

X(ω) :=

[

1 −jω

jω ω̂2 + 2ω ωc − ω2
c

]

⊗ Q, (9)

where ω̂ = (ω2−ω1)/2 and ωc = (ω1 +ω2)/2. Since Q � 0

the equivalence

[

1 −jω

jω ω̂2 + 2ω ωc − ω2
c

]

⊗ Q � 0

⇔ ω̂2 − (ω − ωc)
2 ≥ 0,

can be established from using Schur complement. Note that

ω̂2 − (ω − ωc)
2 = (ω − ω1)(ω2 − ω) ≥ 0,

which implies that X(ω) is positive semidefinite for all ω1 ≤
ω ≤ ω2. Now add the matrix

[

A B

I 0

]∗

X(ω)

[

A B

I 0

]

� 0, ω1 ≤ ω ≤ ω2.

to the right hand side of (7) to obtain

Θ ≺
[

A B

I 0

]∗

Ψ

[

A B

I 0

]

,

where

Ψ :=

([

Q −P − jωcQ

−P + jωcQ ω1ω2Q

]

+

[

Q −jωQ

jωQ (ω̂2 + 2ω ωc − ω2
c
)Q

])

.

Note that

Ψ =

[

2Q −P − j(ω + ωc)Q

−P + j(ω + ωc)Q 2ω ωcQ

]

,

=

[

Q

−P + jωcQ

]

[

I −jωI
]

+

[

I

jωI

]

[

Q −P − jωcQ
]

.

This implies that

[

A B

I 0

]∗([

Q

−P + jωcQ

]

[

I −jωI
]

+

[

I

jωI

]

[

Q −P − jωcQ
]

) [

A B

I 0

]

+ Θ ≺ 0.

Choosing
[

F

G

]

=

[

A B

I 0

]∗ [

−Q

P − jωcQ

]

(10)

we have that

He

{[

F

G

]

[

I −jωI
]

[

A B

I 0

]}

+ Θ ≺ 0 (11)

holds for all ω1 ≤ ω ≤ ω2. In particular, for ω = ω1 and

ω = ω2 which imply that the pair of inequalities (8) are

feasible, therefore that (ii) should hold.
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Now consider the affine function

Θ(ω) := λ(ω)Θ1 + [1 − λ(ω)]Θ2, (12)

where Θ1,Θ2 ∈ HC
n+m and

λ(ω) :=
ω2 − ω

ω2 − ω1

, ω1 ≤ ω ≤ ω2, (13)

so that λ ∈ [0, 1]. Note that Θ(ω) is not a proper rational

function of ω.

The above theorem presents the case where Θ is constant.

This case can be extended to incorporate a particular class

of frequency dependent Θ without incurring extra computa-

tional cost in solving the LMI (8). The next theorem, which

has been introduced in [7], extends the class of coefficient

matrices allowed in the LMI (8).

Theorem 3: Let matrices A ∈ C
n×n with no eigenvalues

on the imaginary axis, B ∈ C
n×m and Θ1,Θ2 ∈ HC

n+m be

given. Let ω1, ω2 ∈ R be also given. If there exist matrices

F ∈ C
n×n and G ∈ C

m×n such that

He

{[

F

G

]

[

I −jωiI
]

[

A B

I 0

]}

+ Θi ≺ 0,

i = {1, 2} (14)

then the FDI

[

(jωI −A)−1B

I

]∗

Θ(ω)

[

(jωI −A)−1B

I

]

≺ 0 (15)

holds for all ω1 ≤ ω ≤ ω2 with Θ(ω) as given in (12).

Proof: See [7].

Results obtained for the affine function Θ(ω) in (12) can

be easily extended to the piecewise affine case by juxtapo-

sition of the conditions to be obtained on the appropriate

frequency intervals, i.e.

Θ(ω) :=


























λ1(ω)Θ1 + [1 − λ1(ω)]Θ2, ω1 ≤ ω ≤ ω2,

λ2(ω)Θ3 + [1 − λ2(ω)]Θ4, ω3 ≤ ω ≤ ω4,
...

λN (ω)Θ2N−1 + [1 − λN (ω)]Θ2N , ω2N−1 ≤ ω ≤ ω2N ,

(16)

where N is any integer, λi(ω) := (ω2i − ω)/(ω2i − ω2i−1)

and Θ2i, Θ2i−1 ∈ HC
n+m for i = 1, . . . , N . Theorem 3 can

be extended to cope with piecewise affine functions of the

form (16) by simply solving one pair of inequalities (14)

for each sub-interval ω2i−1 ≤ ω ≤ ω2i, i = 1, . . . , N .

The resulting conditions are omitted for brevity, however an

interesting case of piecewise affine coefficient matrices will

be developed in Section III-C which enables an alternative

KYP Lemma that holds for the infinite frequency interval.

III. INFINITE FREQUENCY KYP LEMMA

Notice that Theorem 3 has difficulties in handling un-

bounded frequency ranges, for instance in the case ω2 → ∞.

One could conceptually search for limits on the problem

variables as ω2 increases by solving a sequence of pairs

of inequalities (14). A more elegant solution, however, is

to transform the frequency variable and solve a modified

problem on the transformed frequency that now has a finite

limit. This is done in this section. Note that only sufficiency

will be derived here, but that the results all become necessary

for constant Θ, see [8] for this presentation in greater

generality.

A. Hig h-Freq uenc y Condition

Consider the transformation of the frequency variable

ψ = ω−1, (17)

which is useful in altering the high-frequency extreme case

ω → ∞ to the low-frequency case ψ → 0. This transforma-

tion has been used in [9] to develop a high-frequency version

of Lemma 1, namely establishing the equivalence between

the FDI (6) for all |ω| ≥ ω̂ and the LMI

[

A B

I 0

]∗ [

Q P

P −ω̂2Q

] [

A B

I 0

]

+ Θ ≺ 0. (18)

Note that if ω̂ = 0, then Q can be set to zero, recovering the

original formulation of the KYP Lemma (2).

Using the transformation (17) one can establish

(jωI −A)−1B = −(I + jψA)−1jψB. (19)

The next theorem is a version of Theorem 3 that handles a

FDI in the transformed frequency variable ψ.

Theorem 4: Let matrices A ∈ C
n×n with no eigenvalues

on the imaginary axis, B ∈ C
n×m and Θ1,Θ2 ∈ HC

n+m be

given. Let ω1, ω2 ∈ R be also given. If there exist matrices

F ∈ C
n×n and G ∈ C

m×n such that the pair of LMI

He

{[

F

G

]

[

jψiI I
]

[

A B

I 0

]}

+ Θi ≺ 0,

ψi = ω−1

i
, i = {1, 2} (20)

have feasible solutions then the finite FDI

[

(jωI −A)−1B

I

]−1

Θ(ψ)

[

(jωI −A)−1B

I

]

≺ 0,

ψ(ω) = ω−1,

holds for all ω1 ≤ ω ≤ ω2 with Θ(·) as given in (12).

Proof: Following the methods in [7], assume the pair

of inequalities (20) have feasible solutions. The sum of (20)

for i = 1 multiplied by

λ(ψ) = (ψ2 − ψ)/(ψ2 − ψ1) ∈ [0, 1] (21)
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and of (20) for i = 2 multiplied by [1 − λ(ψ)] implies that

He

{[

F

G

]

[

jψI I
]

[

A B

I 0

]}

+ Θ(ψ) ≺ 0,

is feasible for all ψ1 ≤ ψ ≤ ψ2 with Θ(ψ) given as in (12).

Note the frequency dependent matrix

N⊥(ψ) =

[−(I + jψA)−1jψB

I

]

which exists for all ψ ∈ R due to the assumption that

A has no eigenvalues on the imaginary axis. Multiply the

above inequality by N⊥(ψ) on the right and by its transpose

conjugate on the left to obtain

N ∗

⊥(ψ)Θ(ψ)N⊥(ψ) =
[

(jωI −A)−1B

I

]∗

Θ(ψ)

[

(jωI −A)−1B

I

]

≺ 0,

after using (19), which is the desired result. Note that Θ(ψ)

is an affine function of the form (12) for the transformed

frequency variable ψ = ω−1

The above theorem can handle the case ω2 → ∞ without

further ado by making ψ2 → 0. Note that Theorem 3

and Theorem 4 are not completely equivalent, in that they

may produce different results for the very same frequency

range. This is a direct result from the fact that the coefficient

matrix produced in Theorem 4 is an affine functions of

ψ = ω−1 and not of ω.

One is often interested in checking feasibility of a FDI in

the semi-infinite range 0 ≤ ω < ∞. Theorem 4 treats the

case ω2 → ∞ by using the transformation ψ = ω−1, which

has a singularity at ω = 0. Therefore, it cannot be used

to check such inequalities. In the next section we introduce

another frequency transformation that achieves this goal.

B. Handling Semi-Infi nite Frequency Intervals

In order to handle semi-infinite FDIs we will use the

bilinear transformation [10]. Consider the special case of the

bilinear transformation

ψ =
ω − z

1 + ω − z
. (22)

It maps the semi-infinite segment of the real axis [z,∞) onto

the finite segment of the real axis [0, 1). Note that the inverse

transformation is given by

ω =
ψ

1 − ψ
+ z,

so that one can establish that

(jωI −A)−1B = (jψE − A)
−1

(B − jψH), (23)

where
A := A− jzI, B := B,

E := I − zI − jA, H := −jB.
(24)

This motivates the presentation of an extension of Theorem 3

for a class of regular descriptor systems.

Theorem 5: Let matrix A ∈ C
n×n and E ∈ C

n×n be

given such that the d et(jψE − A) 6= 0 for all ψ ∈ R. Let

matrices B ∈ C
n×m, H ∈ C

n×m and Θ1,Θ2 ∈ HC
n+m and

ψ1, ψ2 ∈ R be also given. If there exist matrices F ∈ C
n×n

and G ∈ C
m×n such that

He

{[

F

G

]

[

I −jψiI
]

[A B
E H

]}

+ Θi ≺ 0, i = {1, 2}
(25)

then the FDI
[M(jψ)

I

]∗

Θ(ψ)

[M(jψ)

I

]

≺ 0,

M(jψ) := (jψE − A)−1(B − jψH), (26)

holds for all ψ1 ≤ ψ ≤ ψ2 with Θ(·) as given in (12).

Proof: Assume that the pair of inequalities (25) have

feasible solutions. The sum of (25) for i = 1 multiplied

by λ(ψ) given in (21) and of (25) for i = 2 multiplied by

[1 − λ(ψ)] implies that

He

{[

F

G

]

[

I −jψI
]

[A B
E H

]}

+ Θ(ψ) ≺ 0,

is feasible for all ψ1 ≤ ψ ≤ ψ2 with Θ(ψ) given as in (12).

Define the frequency dependent matrix

N⊥(ψ) =

[

(jψE − A)−1(B − jψH)

I

]

which exists for all ψ ∈ R due to the assumption that

the matrix (jψE − A) is nonsingular. Multiply the above

inequality by N⊥(ψ) on the right and by its transpose

conjugate on the left to obtain

N ∗

⊥(ψ)Θ(ψ)N⊥(ψ) =

[M(jψ)

I

]∗

Θ(ψ)

[M(jψ)

I

]

≺ 0,

where M(jψ) = (jψE − A)−1(B − jψH), which is the

FDI (26).

The above result can be used to provide a check for a

FDI involving the system (23) on the transformed frequency

variable ψ defined in (22).

Corollary 6: Let matrices A ∈ C
n×n with no eigenvalues

on the imaginary axis, B ∈ C
n×m and Θ1,Θ2 ∈ HC

n+m

and z ∈ R be given. If there exist matrices F ∈ C
n×n,

G ∈ C
m×n such that

He

{[

F

G

]

[

I −jψiI
]

[

A− jzI B

I − zI − jA −jB

]}

+ Θi ≺ 0,

(27)

where ψ1 = 0 and ψ2 = 1, then the following FDI holds

[

(jωI −A)−1B

I

]∗

Θ(ψ)

[

(jωI −A)−1B

I

]

≺ 0,

ψ(ω) =
ω − z

1 + ω − z
, (28)
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for all z ≤ ω <∞ with Θ(·) as given in (12).

Proof: Use Theorem 5 with matrices A, B, E and H
given by (24) with the frequency transformation (22) and

apply limits as ω → z and ω → ∞.

The high-frequency LMIs (27) are finite even when z →
0, or equivalently, ω → 0. In the next section we show

how these results can be used to construct a condition for

checking a FDI that holds in the entire frequency range, i.e.

ω ∈ R. This can be used as an alternative formulation for

the KYP Lemma.

C. An Alternative KYP Lemma

The following interesting result holds when A and B are

real matrices.

Theorem 7: Let matrices A ∈ R
n×n with no eigenvalues

on the imaginary axis, B ∈ R
n×m and Θ1,Θ2 ∈ HC

n+m be

given. If there exist matrices F ∈ C
n×n, G ∈ C

m×n such

that the pair of LMI

He

{[

F

G

]

[

(1 − ψi)I −jψiI
]

[

A B

I 0

]}

+ Θi ≺ 0, (29)

are feasible where ψ1 = 0 and ψ2 = 1, then the following

FDI holds
[

(jωI −A)−1B

I

]∗

Θ(ω)

[

(jωI −A)−1B

I

]

≺ 0, (30)

where

Θ(ω) =















1

1 + ω
Θ1 +

ω

1 + ω
Θ2, ω ≥ 0,

1

1 − ω
Θ1 −

ω

1 − ω
Θ2, ω < 0.

(31)

for all ω ∈ R.

Proof: First note that (29) is precisely condition (27)

in Corollary 6 for z = 0, which, if feasible for some F

and G, implies that the FDI (30) holds for all ω ≥ 0.

To prove that the FDI (30) holds in ω < 0 assume that (29)

is feasible for some F and G and take the conjugate of (29)

to produce

He

{[

F

G

]

[

(1 − ψi)I jψiI
]

[

A B

I 0

]}

+ Θi < 0,

i = {1, 2}.

Note that

[

(1 − ψi)I jψiI
]

[

A B

I 0

]

=
[

I −jψiI
]

[

A B

−(I + jA) −jB

]

so that by Theorem 5 we have

[M(jψ)

I

]∗

Θ(ψ)

[M(jψ)

I

]

≺ 0

for all ψ ∈ [0, 1) where

M(jψ) = [(ψA−A) − jψI]−1(B − ψB).

Now define the pair of frequency transformations

ω =
−ψ

1 − ψ
, ψ =

−ω
1 − ω

.

If ψ ∈ [0, 1) then ω ∈ (−∞, 0]. Substituting the above in

M(jψ) = (jωI −A)
−1
B,

we conclude that the FDI (30) is feasible for all ω < 0

with (31).

Note that Θ(ω) defined in (31) may be discontinuous at

ω = 0. However, the above proof implies that the FDI (30)

is satisfied at ω = 0 for both Θ(0) = Θ1 or Θ(0) = Θ1

This alternative formulation for the KYP Lemma over all

frequencies will be useful in reducing conservativeness in

the computation of upper bounds for the structured singular

value in µ-analysis in the next section.

IV. APPLICATION TO µ-ANALYSIS

This section revisits earlier work of the authors [7] that

focused on the analysis of robustness via the structured

singular value µ. The structured singular value of a matrix

is defined as

µ∆(M) :=

(

in f
∆∈∆

{‖∆‖ : d e t(I − M∆) = 0}

)−1

where the uncertainty is given block-diagonal structure

∆ := {d ia g[φ1Is1
, · · · , φrIsr

, δ1Is1
, · · · , δcIsc

,

∆1, · · · , ∆F ] : φi ∈ R, δi ∈ C, ∆j ∈ C
mj×mj}.

In practice, the introduction of appropriate scalin gs through

duality theory is used to provide computable upper bounds

for µ∆. For instance, define the set of scaling matrices that

commute with ∆

Z := {d ia g[Z1, · · · , Zsr+sc
, z1Im1

, · · · , zF ImF
] :

Zi ∈ C
si×si , Zi = Z∗

i > 0, zj ∈ R, zj > 0},

Y := {d ia g[Y1, · · · , Ysr
, 0, · · · , 0] :

Yi = Y ∗

i ∈ C
si×si},

and the optimiz ation problem

ρ∆(M) :=

in f
β∈R,Z∈Z,Y ∈Y

su p
ω∈Ω

{β : Φβ(M(jω), Z(ω), Y (ω)) < 0} ,

(3 2)

where the matrix valued function Φβ is given by

Φβ(M, Z, Y ) := M∗ZM − j (M∗Y + Y M) − β2Z.
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It follows from duality theory [11] that

sup
ω∈Ω

µ∆(M(jω)) ≤ ρ∆.

The main focus in the context of this paper comes from

recognizing that the coefficient matrix Θ appears linearly in

the LMI conditions. This leads to the following corollary

for evaluating upper bounds on µ∆ by computing scaling

matrices Z and Y that are affine on the freq uency variable.

Corollary 8: Let M(jω) = C(jωI − A)−1B + D where

A ∈ R
n×n with no eigenvalues on the imaginary axis, B ∈

R
n×m, C ∈ R

m×n, and D ∈ R
m×m are given. If there

exist matrices Z1, Z2 ∈ Z, Y1, Y2 ∈ Y, F ∈ C
n×n, and

G ∈ C
m×n such that

Θi + He

{[

F

G

]

[

−I jωiI
]

[

A B

I 0

]}

≺ 0, i = {1, 2}

where

Θi =

[

C D

0 I

]∗ [

Zi −jYi

jYi −β2Zi

] [

C D

0 I

]

,

has feasible solutions then ρ∆(M(jω), Ω) < β for all |ω| ∈

Ω = [ω1, ω2].

Proof: Follows from Theorem 3 and the results of (29)

for real matrices A and B. Note that the parametrization for

Θi ∈ H C
n+m, i = {1, 2} reduces the ineq uality (14) to the

feasibility of ρ∆(M(jω), Ω) < β given in (32), where Ω is

all ω1 ≤ |ω| ≤ ω2.

The combination of Corollary 8 with Theorem 7 for

infinite freq uency ranges, is illustrated for the same example

used in [7]. These results are compared with the original

formulation of the KYP Lemma for computing upper bounds

of µ. Additionally the finite freq uency results proposed in

this paper are compared with the finite freq uency KYP

Lemma [5]. All comparisons are shown in Figure 1.

For this example, the proposed alternative conditions for

the KYP Lemma significantly reduce the conservatism in

computing the µ upper bound when evaluated over the

entire imaginary axis as well as over semi-infinite and finite

freq uency ranges.

V. CO NCLUSIO NS

The contributions are this paper are two fold: first, we

show that the sufficient LMI test for freq uency domain

ineq ualities in finite freq uency ranges introduced in [7] are

also necessary in the classical case the matrix coefficient Θ

is constant; second, we show how transformations of the

freq uency variable can lead to several useful extensions,

including an alternative formulation of the standard KYP

Lemma that holds over all freq uencies. These new results

are used to compute less conservative upperbounds for the

structured singular value in robust analysis.

10−1 100 101 102 103
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

KYP (ω ∈ R)

G KYP (0 ≤ |ω| ≤ 2 7 .5Hz)

G KYP (2 7 .5Hz ≤ |ω| < ∞)

Theorem 7 (ω ∈ R)

Corollary 8 (0 ≤ |ω| ≤ 2 7 .5Hz)

Corollary 6 (z = 2 7 .5)

Freq uency [Hz]

ρ
∆

Real µ Analysis

Fig. 1. Computation of upper bounds for µ. The blue solid line is the

greatest lower bound for ρ∆. Other lines are labeled according to the

method and freq uency range used to compute them.
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