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Abstract In this study we utilize the self-sensing capa-

bilities of piezoelectric micro-actuators in hard disk drives

(HDD) to actively suppress in-plane resonance modes of

the suspension in an HDD. The self-sensing circuit is

based on a tunable capacitance bridge that decouples the

control signal from the sensing signal in the micro-actu-

ator. A hybrid modeling technique based on a realization

algorithm and least-squares optimization for continuous-

time systems is used to model the single-input dual-output

system. An analog controller was computed using stan-

dard H1-controller design tools and reduced in order

using model reduction routines. Experimental implemen-

tation using analog filter design shows the effectiveness of

the proposed method in reducing the main sway modes of

the suspension.

Keywords Active vibration damping � Dual-stage

actuator � Self-sensing-circuit

1 Introduction

The track density in future hard disk drives (HDD) will

increase to 1 million tracks per inch in order to meet

projected storage density goals. At such high density, the

3r-value of the track mis-registration (TMR) budget is only

2–3 nm. Concurrently, the flying height in HDD as depicted

in Fig. 1 is on the order of 1 nm to maintain a sufficiently

high signal-to-noise ratio (SNR) during writing/reading of

data. This ultra-low flying height regime is typically refer-

red to as near contact recording. Several researchers have

found that for many air bearing designs a stable flying

region is followed by an unstable (bouncing) region and

then followed by a (marginally) stable surfing regime as the

flying height is decreased (Vakis et al. 2009; Liu et al.

2009; Zheng 2010; Yu et al. 2009; Hua et al. 2010). This

close-contact region might be the desired operating range

for future hard drives since flying height is at a minimum.

However, intermittent contact between the recording head/

thermal protrusion and the disk as shown in Fig. 1 becomes

unavoidable at such close spacing. Occasional contact

events excite the main resonance modes of the head/gimbal

assembly and suspension. The most dominant off-track

(in-plane) mode of state-of-the-art suspensions, the sway

mode, has increased to 20–40 kHz through improved

mechanical design and smaller dimensions. The frequency

range of this off-track vibration mode is on the same order

as the sampling frequency of the position error signal (PES)

that is used as a position feedback for the closed-loop servo

mechanism. Hence, contact induced off-track vibrations

appear aliased in a conventional PES signal and are not

detected accurately. If the resonance mode does occur

below the Nyquist frequency of the PES, the sampling rate

should be chosen at least 10 times the bandwidth of the

closed-loop system (Gopal 2008). This in turn would
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require very high PES sampling rates which are not prac-

tical to be implemented. The idea of active vibration

damping in hard drives has been considered for a number of

years (Huang et al. 2001; Sang-Eun 1999). Multi-stage

actuators that take advantage of a reduced ‘‘moving mass’’

compared to a single actuator design seem to be a promising

approach in increasing the frequency response. Modern

high storage density HDD use dual-stage actuators con-

sisting of a conventional voice coil motor for coarse posi-

tioning and a micro actuator for fine positioning (Fig. 2c) to

increase the closed-loop servo performance (Huang et al.

2005). The micro actuators used typically consist of two

piezoelectric transducers (PZT) that are attached to base of

the suspension as indicated in Figs. 1 and 2. One of the PZT

elements contracts and one expands as a voltage is applied

to the actuator. This results in a rotary motion of the

recording slider with respect to the data track center. The

head-gimbal assembly that we use in this study is depicted

in Fig. 2.

In addition to actuation, PZT materials can also be used

to sense strain. Using a self-sensing circuit, one can

decouple actuation from sensing and, therefore, actively

dampen in-plane suspension modes. The purpose of this

paper is to show how an automated continuous-time

modeling procedure and a subsequent controller design

procedure can utilize the sensing capabilities of the PZT in

an HDD to significantly improve the frequency response of

the actuator. Since the computed controller is analog, there

is no practical implementation limit on the closed-loop

bandwidth up to the several 100 kHz regime.

2 Self-sensing piezo-electric actuator

2.1 Motivation

Extensive research has been performed on the utilization of

PZT actuators to dampen vibrations (Huang et al. 2005;

Roberto et al. 2007; Yunfeng et al. 2006; Yuan et al.

2010). Those active vibration damping approaches typi-

cally require additional strain sensors. This, in turn, intro-

duces an additional degree of freedom since it is possible to

place the sensor at a different location than the actuator.

However, the latter approach adds to the overall cost which

might in turn outweigh the actual benefits obtained in

improving the frequency response. In addition to active

vibration damping, passive damping approaches have also

been studied. In passive damping additional viscoelastic

damping layers are positioned underneath the piezo-elec-

tric elements (Chan et al. 2008). Another very interesting

passive damping approach is described in (Moheiman

2003) where energy dissipation of mechanical vibrations is

accomplished through shunting the piezoelectric transducer

to an electrical impedance. Hence, an impedance is

designed rather than a closed-loop controller (Moheiman

2003). As shown in Lee et al. (2006), it is possible to

greatly dampen the resonance modes of the actuator arm by

using the PZT elements as sensors only and the VCM as

the sole actuator employing multi-rate control techniques.

In this paper, we will focus on a so-called ‘‘self-sensing-

actuation’’ approach (Pang et al. 2004, 2010), in which the

PZT is used as a sensor and as an actuator (Lee et al. 2006).

2.2 Self-sensing circuit

The main task of the self-sensing approach is the decou-

pling of sensing and actuation signal of the PZT. Many

different approaches have been presented in the past and

will be briefly reviewed in this subsection. A number of

approaches are based on the idea that the impedance of the
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Fig. 1 Schematic of a state-of-the art head/disk interface in a hard

disk drive
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Fig. 2 a Head-gimbal assembly in a dual-stage actuator hard disk

drive and magnified views of b the tip of the head-gimbal assembly,

c micro actuator and d air bearing surface
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PZT changes as external forces are applied. In Kawamata

et al. (2008), the permittivity change is detected by

injecting an input signal that was perturbed with a small

amplitude, high frequency sinusoidal signal. The output

current is then measured using a current probe and a lock-

in amplifier allows the extraction of the sensing frequency

at a high signal-to-noise ratio. This approach has been used

for low frequency positioning stages that do not exceed the

several 100 Hz regime. Another approach is using bridge

circuits which can greatly improve the sensitivity of the

measurement. Two possible circuits are shown in Fig. 3

where either velocity (strain rate) or displacement (strain)

are detected (Dosch et al. 1992). This approach is based on

the idea that the piezo-electric material could be approxi-

mated by a voltage source VP in series with a capacitance

CP as indicated by the dashed lines in Fig. 3. The generated

voltage VP depends on the external forces applied to the

piezo. The circuit needs to be balanced at all times. This is

accomplished in the strain rate circuit (Fig. 3a) by match-

ing the time constants (R1C1 = R2CP). It is slightly more

difficult to balance the strain sensing circuit (Fig. 3b) since

a capacitance match is required (C1 = CP). In this study,

we use the strain self-sensing circuit after adding resistors

to avoid DC-shift problems (Jones et al. 1994). Further-

more, the PZT needs to be referenced to electrical ground

which is the case for the commercially available HGA

(Fig. 2) we used in this study. The modified bridge circuit

is shown in Fig. 4. The capacitance C*P in Fig. 4 must

match the capacitance of the PZT for accurate self-sensing.

This introduces an additional challenge since the capaci-

tance of the PZT varies as a function of parameters such as

pre-load, electrical charge and temperature.

2.3 Temperature dependence of PZT capacitance

The dependence of the capacitance on the temperature of

the PZT used in this study is depicted in Fig. 5. The head-

gimbal-assembly (HGA) was placed in a laboratory oven

and exposed to a known temperature profile while mea-

suring the capacitance. One can clearly see from Fig. 5 that

in the typical temperature range of an HDD (120 �C), the

capacitance increases in a linear fashion at a rate of

&4 pF/�C. In our experiments we manually tuned the

circuit. However, automated balancing methods are avail-

able that have been developed (Kuiper 2010).

2.4 Hysteresis effects

It should be noted that most piezo-electric materials exhibit

a hysteresis between generated charge due to external

forces and the actual generated voltage (Adriaens et al.

2000). This is partially attributed to permittivity change in

the material. Charge amplifier based sensing approaches

such as discussed in (Lee and Sohn 2006) greatly reduce

this hysteresis effect. However, this requires electrical

access to both PZT terminals. This would require an

additional connector pad compared to a single-ended (ref-

erenced to ground) PZT. The latter approach is less

expensive and therefore more likely to be implemented in a

hard disk drive.

3 Dynamic modeling based on frequency response

measurements

In order to proceed with the design of an optimal con-

troller, an accurate model of the plant is needed. Further-

more, a fast and automated modeling procedure is desirable

to be able to accommodate to parameter variations between

different head-gimbal-assemblies used in this study. The
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Fig. 3 Self-sensing circuits for a strain rate (‘‘velocity’’) and b strain
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schematic of the model to be estimated is shown in Fig. 6.

Here, P1 represents the dynamics from the input voltage u

of the actuator to the (off-track) head position yLDV. P2

represents the dynamics from input u to the output voltage

of the self-sensing circuit VSS. It is important to note that P1

and P2 have major dynamics in common since they are part

of the same mechanical structure. Hence, our aim is to

estimate a model of a single-input dual-output (SIDO)

system of the micro-actuator and self-sensing circuit

combined. A schematic of the experimental set-up and the

dynamic modeling procedure is depicted in Fig. 7. The

head-gimbal-assembly is loaded onto the top surface of a

magnetic disk that is spinning at 7,200 rpm. As indicated in

Fig. 7, a dynamic signal analyzer is used to measure the

frequency response functions P̂1ðjxÞ and P̂2ðjxÞ; respec-

tively, where x ¼ 0; . . .; 50;000½ � � 2prad=s: The actual

dynamic modeling procedure is based on a combination of

a subspace method and a prediction error based method as

used in (Claes et al. 2007; Boettcher et al. 2010). The

method will be summarized here and the interested reader

is referred to (Claes et al. 2007) for further details. The

steps for the system identification procedure are as follows:

1. Take inverse discrete time Fourier transform of the

frequency response measurements to obtain the

impulse response coefficients (Markov parameters) of

the system which are defined by

pi;k ¼
1

2N

X2N�1

l¼0

P̂i;le
jxkl; k ¼ 0; 1; . . .; 2N � 1 ð1Þ

where P̂i contains the measured frequency response data

for the slider off-track position (i = 1) and self-sensing

output (i = 2). In (1), xk is the frequency vector defined by

xk ¼
pk

N
; k ¼ 0; 1; . . .; 2N � 1 ð2Þ

where N denotes the number of frequency points in the

frequency response measurement.

2. Store the computed impulse response coefficients in a

2 m 9 m Hankel matrix {H defined by

H ¼

p1ð1Þ p1ð2Þ � � � p1ðmÞ
p2ð1Þ p2ð2Þ � � � p2ðmÞ
p1ð2Þ p1ð3Þ � � � p1ðmþ 1Þ
p2ð2Þ p2ð3Þ � � � p2ðmþ 1Þ

..

. ..
. ..

. ..
.

p1ðmÞ p1ðmþ 1Þ � � � p1ð2m� 1Þ
p2ðmÞ p2ðmþ 1Þ � � � p2ð2m� 1Þ

2

6666666664

3

7777777775

ð3Þ

where m is the number of of impulse response samples

taken into account. As shown in (Claes et al. 2007), one

can estimate system matrix Ad and input matrix Bd of a

discrete-time state space system utilizing the shift property

in Hankel matrix structures.

3. Convert estimated discrete-time model to continuous-

time assuming zero-order-hold by inverting the rela-

tions Ad ¼ eADT and Bd ¼
R

DT
0 eAgdgB; respectively,

using the matrix logarithm (Hara 2010). Here, DT

SIDO model 

Fig. 6 Single-input dual-output dynamic model of the micro-actuator

and self-sensing circuit

Fig. 7 Schematic of dynamic

modeling procedure

1312 Microsyst Technol (2012) 18:1309–1317

123



represents the sampling time of the discrete-time

system.

4. Update zeros, i.e. C and (if needed) D matrix using

standard least squares optimization. The plant model

can be computed as

PiðjxÞ ¼ Ci jxI � Að Þ�1Bþ Di ð4Þ

where Ci and Di represents the ith row of C and

D, respectively. This can be written as a linear regression

PiðjxÞ ¼ Ci Di½ �|fflfflfflfflffl{zfflfflfflfflffl}
Hi

jxI � Að Þ�1B
I

� �

|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
uðxÞ

ð5Þ

with parameter vector Hi and regressor uðxÞ: To avoid

dealing with complex numbers in the least squares estimate

we consider the real and imaginary part and define a

modified version of uðxÞ

euðxÞ ¼ < jxI � Að Þ�1B
n o

= jxI � Að Þ�1B
n o

I 0

" #

ð6Þ

and in the same fashion for the frequency response

measurements Pi

ePi ¼ < Pif g = Pif g½ � ð7Þ

We can now define the error by

�iðHi;xÞ ¼ Hieu � ePi ð8Þ

and finally compute Hi by solving a least-squares

optimization

Hi ¼ ePieuT eueuT
� ��1 ð9Þ

In case there is no feedthrough term D estimated, the last

row in (6) is deleted.

5. Perform frequency domain validation based on fre-

quency response function measurements and the

estimated model

This procedure results, unlike in Boettcher et al. (2010) or

Claes et al. (2007), in a continuous-time model of the

single-input dual-output system. One of the model param-

eters is the order n. In order to model all the system

dynamics sufficiently well, a relatively high model order is

desired. Figure 8 (top) shows the singular values of the

Hankel matrix H in (3) and the squared estimation errors in

(8) as a function of the estimated model order. This

measure helps in choosing the appropriate model order

n. As expected, the estimation error decreases as the model

order is increased. However, there is a clearly visible

demarcation where a further increase in model order does

not decrease the estimation error further. Therefore, we

chose a relatively high 20th order model knowing that

order reduction routines will later be applied to the

computed controller. Figure 9 shows the Bode plot of the

frequency response measured and estimated for P1 (top)

and P2 (bottom), respectively. From Fig. 9 we observe

excellent agreement between measurement and simulated

frequency response. The largest peak in both bode plots in

Fig. 9 corresponds to the sway mode at 19.7 kHz and the

second largest peak at around 15 kHz is presumably related

to the flex cable.
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4 Controller design and order reduction

The aim is to compute an H1 optimal controller K that

minimizes output vibrations on yLDV as indicated in

Fig. 10. In addition, we take the control energy into

account and compute the controller K by solving

K ¼ arg
min
eK

P1

1þeKP2

aeK
1þeKP2

�������

�������
1

ð10Þ

where a is the control weighting. The larger the value we

choose for a, the smaller the damping improvement we

obtain. We can solve (10) using Matlab’s Robust Control

Toolbox which solves the problem based on the two-

Riccati formulae (Glover 1988; Doyle et al. 1989) and

loop-shifting (Safonov et al. 1989). This can be done by re-

defining the plant model as indicated in Fig. 11 to include

the weighted control signal output. The re-defined state

space mode simply yields

_xðtÞ ¼ AxðtÞ þ B �B½ �
r

u

� �

y ¼
0

C

� �
þ

0 a

D �D

� �
r

u

� � ð11Þ

where A;B;C ¼ C1
T C2

T
� 	T

and D ¼ D1 D2½ �T rep-

resents the state space matrices of the originally estimated

continuous-time model in Sect. 3 and the new output is

defined as y ¼ uw yLDV vSS½ �: The computed controller

K is of the same order as the estimated SIDO model, in our

case 20th order. This is impractical for implementation.

Hence, the order of the controller is reduced using

implicitly balanced model order reduction (Varg 1991).

This ensures also that the reduced order model remains

stable. The results of the controller order reduction are

shown in Fig. 12. Figure 12 shows that the main dynamics

of the high order controller are described very well using a

4th order approximation. Hence, the closed-loop transfer

dynamics are about the same for both controllers as seen in

Fig. 13. The choice of the control effort weighting a is

crucial to the performance of the controller. Figure 14

shows the computed closed-loop transfer function for

a = 0.22, a = 0.18 and a = 0.14 compared to the original
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Fig. 10 Closed-loop system
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10
40

10

20

30

40

A
m

pl
itu

de
 [d

B
]

10
40

100

200

300

P
ha

se
 [d

eg
re

es
]

Frequency [Hz]

 

 

20th order controller

4th order controller

Fig. 12 20th order controller and reduced 4th order controller

10
4

−60

−50

−40

−30

−20

−10

0

A
m

pl
itu

de
 [d

B
]

open−loop

20th order controller

4th order controller

Fig. 13 Modeled open-loop transfer function (P1) and closed-loop

transfer function computed for 4th and 20th order controller

1314 Microsyst Technol (2012) 18:1309–1317

123



open-loop response of P1 (black solid line). One can see

that the smallest value for a leads the best damping results.

However, this comes at the expense of larger control sig-

nals. The computed impulse response for the open-loop and

the closed-loop system for a = 0.14 is shown in Fig. 15.

We can observe a great improvement in terms of damping

and settling time as expected.

5 Practical controller realization and implementation

results

A digital controller at high sampling rates would likely be

too expensive to be feasible in a large quantity low-cost

data storage device such as a hard disk drive. Instead, we

design an analog circuit with the transfer characteristics of

the computed 4th order controller as shown in Fig. 12.

First, the fourth order filter is separated into two second

order filters plus a constant term k using partial fractional

expansion:

K ¼ k þ
X2

i¼1

b1;isþ b0;i

a2;is2 þ a1;isþ a0;i
ð12Þ

There are many different ways to design a circuit that

realizes (12). We base our design on the standard canonical

form as shown in Fig. 16. This is not efficient in terms of

number of parts used, but very convenient to tune as only

five potentiometers are needed to adjust the five parameters

in (12). It should be noted that the additional degree of

freedom in a2 is only needed for signal conditioning rea-

sons within the circuit. We have realized this circuit using
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Fig. 16 Canonical form of second order filter
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12 high slew rate (but voltage feedback) operational

amplifiers of type LM6171. The spice schematic is shown

in Fig. 17 and the actual controller prototype on the bread

board is shown in Fig. 18. Figure 19 shows a comparison

of the theoretical filter response, the spice model (simu-

lated) and the measured response of the actual prototype.

From Fig. 19 we observe that the theoretical response and

the SPICE model response are in excellent agreement.

The controller shown in Fig. 19 was implemented in the

experimental set-up and the frequency response function

was measured to compare it to the initial open-loop

response. The measured frequency response for open-loop

and closed-loop system are compared in Fig. 20. One can

see from Fig. 20 that the improvement of the frequency

response is significant in terms of active damping of two

major off-track modes of the suspension.

6 Conclusions

Strain self-sensing bridge circuits were found to be useful

to measure in-plane head-gimbal-assembly modes. How-

ever, the circuit was seen to be sensitive to parameter

variations in the PZT. The PZT capacitance is a strong

function of temperature but increases in a linear fashion

within the operating range of an HDD. Therefore, an

adjustable approach is needed that keeps the self-sensing

circuit balanced at all times. Charge amplifier based

approaches featuring reduced hysteresis effects might yield

improved sensing results but require electrical non-refer-

enced access to the PZT. An hybrid automated modeling

procedure was developed based on a realization algorithm

and least squared error based optimization. The estimated

continuous-time models are in excellent agreement with

the measured frequency response. A 4th order analog

controller was designed using standard H1 design methods

and an order reduction routine. The controller was imple-

mented in the experimental set-up and showed excellent

improvement in terms of damping the main off-track

modes of the HGA. This might significantly reduce off-

track vibrations that result from contact between the head

and the disk (e.g. during load/unload) or to compensate for

windage disturbances. Collocated micro-actuator designs

that feature the PZT closer to the slider might increase the

frequency response of the vibration detection to allow

active vibration damping up to the multiple 10 kHz regime.
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Fig. 18 Inplemented prototype of 4th order controller on a

‘‘breadboard’’
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