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Abstract

Rechargeable lithium batteries are electrochemical devices widely used in portable

electronics and electric-powered vehicles. A breakthrough in battery performance

requires advancements in battery cell configurations at the microscale level. This,

in turn, places a premium on the ability to accurately predict complex multiphase

thermo-electrochemical phenomena, e.g., migration of ions interacting with composite

porous materials that constitute a battery cell microstructure.

Optimal design of porous cathodes requires efficient quantitative models of

microscopic (pore-scale) electrochemical processes and their impact on battery per-

formance. We derive effective properties (electrical conductivity, ionic diffusivity,

reaction parameters) of a composite electrode comprising the active material coated

with a mixture of the binder and conductor (the carbon binder domain or CBD).

These effective descriptors ensure the conservation of mass and charge. When used

to parameterize industry-standard pseudo-two-dimensional (P2D) models, they sig-

nificantly improve the predictions of lithiation curves in the presence of CBD. We

identified a P2D model that provides a middle ground between model complexity

and prediction accuracy.

On the lithium anode, dendritic growth is a leading cause of degradation and

catastrophic failure of batteries with lithium anodes, e.g., lithium-metal batteries and

all-solid-state lithium batteries. Deep understanding of this phenomenon would fa-

cilitate the design of strategies to reduce, or completely suppress, the instabilities

characterizing electrodeposition on the lithium anode. We present linear stability

analyses to quantify the interfacial instability associated with dendrite formation in
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terms of the battery’s operating conditions and the electrochemical and physical prop-

erties of battery materials. This would improve the safety of lithium-metal batteries

with liquid electrolyte and all-solid-state lithium batteries.

When considered holistically, the quantitative nature of our work provides mech-

anistic insights into the optimal design of i) porous cathodes, ii) electrolytes, and iii)

dendrite-suppressing buffers between the lithium-metal anode and electrolyte. The

design of electrolytes involves the optimal selection of a solvent and salt, the tuning of

the ionic concentration of the solution, and the deployment of anisotropic electrolytes

(e.g., liquid crystals, liquid-crystalline physical gels, and the use of separators with

anisotropic pore structures or columnized membranes).
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Chapter 1

Introduction

1.1 Background

U.S. Energy Information Administration (EIA) projects that U.S. energy-related CO2

emissions drop 25% to 38% below what they were in 2005 by 2030 [1]. This projected

reductions are driven by increased electrification, higher equipment efficiency, and

renewables deployment in the electric power sector. However, longer-term growth in

U.S. transportation and industrial activity may limit these reductions . Biden Admin-

istration has set goals of 100% carbon pollution-free electricity by 2035 and net-zero

greenhouse gas emissions by 2050. These forecasts and ambitious goals point towards

research opportunities in renewable energy conversion, storage and decarbonization.

Global industries are rapidly adapting to these new opportunities including the de-

sign and manufacturing of new batteries that are more efficient, more environmentally

friendly, more affordable and more convenient than the present alternatives.

Batteries are electrochemical devices that act as energy storage units; their per-

formance improvements over the last few decades have allowed the development of

technological applications such as portable electronic devices and electric-powered

vehicles (EV). Moreover, the increasingly preponderant use of renewable resources

relies on their deployment as key elements of energy distribution systems, to trans-

form them into smart energy grids. Both industry and end consumers require constant

performance developments, pushing the research efforts towards design solutions that

1



CHAPTER 1. INTRODUCTION 2

would improve charge/discharge speeds by increasing energy and power density, en-

hance device longevity by delaying capacity fade and degradation, while guaranteeing

safety and containing costs.

1.1.1 Battery basics

Each battery cell includes two electrodes (cathode and anode), a separator, two cur-

rent collectors and an electrolyte (Figure 1.1). In an Li-ion battery, graphite is used as

the anode material. The cathode consists of lithium intercalation materials [2], such

as lithium cobalt oxide, lithium nickel manganese cobalt oxide, lithium manganese ox-

ide, or lithium iron phosphate. The separator is a permeable membrane that enables

the movement of Li ions in the electrolyte through the holes and prevents the direct

contact between the electrodes, thus safeguards the battery against short-circuiting.

The current collectors are electrical conductors that collect the electrons generated

by the electrochemical reactions and transport them through the external circuit of

the battery.

+− − +
(a)

Li
 m

et
al

+− − +
(b)

Figure 1.1: Schematic representation of (a) a Li-ion battery and (b) a Li-metal bat-
tery. In this diagram, the active materials in the cathode and anode are represented
by large grey and black circles, while the carbon binder domain (CBD) is represented
by small black circles. Graphite and Li-metal are used as anode materials in the case
of Li-ion and Li-metal batteries.

Active cathode material particles, as well as graphite anode material particles, are



CHAPTER 1. INTRODUCTION 3

routinely mixed with conductive additive and binder, or the so-called carbon binder

domain, to improve the electric conductivity and mechanical stability of electrodes.

The active materials and the carbon binder domain construct the microstructure of

the electrodes with the resulting pore spaces filled up with electrolyte.

During charging, an external electrical power source (the charging circuit) is ap-

plied to the Li-ion battery and an oxidation half-reaction at the cathode produces

positively charged Li ions and negatively charged electrons. The Li ions move out of

the active material structure in the cathode through deintercalation and transport

through the liquid electrolyte in the pores of the cathode and separator and get in-

tercalated inside the graphite particles in the anode. The electrons move through the

external circuit from the cathode to the anode, and then they recombine with Li ions

at the anode in a reduction half-reaction. During discharging, these reactions and

transport phenomena take place in the opposite direction: the anode active material

is oxidized and produces Li ions and electrons that subsequently migrate from the

anode to the cathode via the electrolyte or the external circuit.

Replacing the porous graphite anode of a conventional Li-ion battery with a solid

Li-metal plate significantly improves the energy density of the resulting Li-metal bat-

tery (Figure 1.1(b)). The theoretical specific capacity of a Li-metal anode (3,860

mAh/g) is about 10 times higher than that of a graphite anode (372 mAh/g). Unlike

the intercalation and deintercalation of Li ions into and from the graphite host in a

Li-ion battery, in an Li-metal battery, Li metal is alternatively plated and stripped

from the anode during charging and discharging cycles. Li-metal batteries hold the

potential of becoming the next-generation energy storage devices; however, several

significant challenges associated with the Li-metal anode impede their commercializa-

tion as rechargeable batteries. These challenges, including dendrite formation, infinite

volume change, and fracture of the solid electrolyte interphase layer, result in low re-

versibility and Columbic efficiency of Li-metal batteries, as discussed in Section 1.2

in detail.

Both the Li-ion and Li-metal batteries utilize the same composite cathode materi-

als, i.e., (transition-metal oxide) active material particles and carbon binder domains.
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Understanding the complex multi-phase thermo-electro-chemical phenomena that oc-

cur at the micro-scale level of battery cell configurations, where ions interact with the

composite porous materials that constitute each battery cell microstructure, is crucial

to improving battery performance. Therefore, continued research into the develop-

ment of new materials, designs, and manufacturing processes at the micro-scale level

is necessary for the advancement of battery technology.

1.1.2 State-of-the-art batteries

Currently, Li-ion batteries are considered to be the state-of-the-art electrochemical

energy storage technology for powering portable electronic devices and electric vehi-

cles. With the introduction of high-energy, high-capacity/high-voltage cathode hosts,

such as NCA and NCM811, and better electrolytes, etc., the specific energy densities

of Li-ion batteries have almost tripled in the past decade. These breakthroughs in

Li-ion battery technology have enabled the range and charging speed evolution of

electric vehicles. [3]

Despite the significant improvements in Li-ion battery technology over the past

years, further increases in their energy density are limited by the theoretical energy

density values of Li-ion batteries [4], making them not well-suited for some burgeon-

ing applications, such as grid-scale energy storage and electric flights, where longer

duration and higher power capabilities are required.

With growing demand for future energy storage, it is necessary to go beyond Li-

ion batteries and explore alternative battery chemistries, such as solid-state batteries,

lithium-sulfur and lithium-air batteries, etc. The theoretical energy density values of

these emerging battery technologies are of one order of magnitude higher than the

Li-ion batteries currently in use, making them promising candidates for meeting the

energy storage needs of the future.
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1.2 Challenges for future batteries

The research activities in the field of battery technology aim to answer several key

questions: What is the upper limit of energy density that batteries can achieve? How

quickly can batteries be charged while maintaining their performance and safety? Can

batteries be made completely safe, without risk of overheating, explosion, or other

hazards? Is it possible to extend battery lifespan to 10,000 cycles or 30 years? Can we

reduce the cost of batteries by a factor of three or more? These questions are closely

interdependant, and addressing one can both have positive and negative outcomes for

the others. For example, improving the battery’s energy density may accelerate the

battery’s charging speed but it would sacrifice battery’s safety and longevity while

adding extra cost. Thus, it is essential to approach these questions with a holistic

perspective and consider the potential trade-offs or downsides of different solutions.

There are practical challenges that arise when seeking answers to these questions.

• Porous electrodes present several challenges for optimal design. Achieving the

best pore structure for the electrode requires improved characterization and

modeling of effective electronic and ionic transport in the composite electrode,

which includes both active material and carbon binder domains. Unfortunately,

little attention has been paid to the effects of the carbon binder domain on ionic

transport in the electrode. Furthermore, side reactions and structural degrada-

tion can further complicate matters. For example, the growth of a passivation

layer can decrease pore size or even cause clogging of pores, which impedes

ion transport [5, 6]. Additionally, active material loss due to transition metal

dissolution [7, 8], particle isolation, and particle structure distortion during

charging/discharging cycles can lead to a reduction in cell capacity [9].

• The theoretical specific capacity of a Li-metal anode (3,860 mAh/g), sodium-

metal anode (1,165 mAh/g), or silicon anode (4,200 mAh/g) is significantly

higher than that of a graphite anode (372 mAh/g). However, the use of high-

capacity metal or silicon anodes in batteries is associated with several severe

challenges. Dendrite growth is a serious issue that can occur during charging,
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as dendrites grow from the anode to the cathode, causing a short circuit and

potentially resulting in a fire. Dead Li, sodium or silicon can accumulate during

discharging due to ununiform stripping, resulting in capacity degradation of the

battery. The problem of dendrite formation is not limited to a specific type

of battery and is observed in batteries with different chemistries such as Li-

metal, Li-sulfur, Li-air, sodium-air, sodium-sulfur, silicon-sulfur, and silicon-air

batteries. Dendrite growth is worsened during fast charging. Batteries with

metal or silicon-based anodes also suffer from huge volume expansion. For

example, silicon-based anodes can experience a maximum volume expansion of

up to 400%, resulting in mechanical degradation of the anode and decreased

battery performance.

• One of the greatest challenges associated with liquid electrolytes that use organic

solvents is their limited temperature stability, high volatility and flammability.

This can pose safety risks, as the electrolyte and organic solvent can decompose

and emit gases that increase the pressure within the cell, which can eventually

lead to thermal runaway. When this happens, the temperature within the cell

rises rapidly, leading to overcharging and potentially an explosion [10].

• All-solid-state batteries are considered as promising next-generation high en-

ergy density batteries with improved safety compared to liquid electrolyte bat-

teries. However, there are several fundamental challenges that must be over-

come for the widespread adoption of solid electrolytes. These include the poor

electrode/electrolyte interfacial contact for ceramic electrolytes, low ionic con-

ductivity for polymer electrolytes, and difficulties in large-scale manufacturing,

among others. One of the most significant challenges that must be addressed

is the formation and growth of dendrites, which can cause degradation of all-

solid-state batteries, just as they do for Li-metal batteries.

In addition to the above-mentioned challenges, the formation and stability of

the solid-electrolyte interphase (SEI) layers, the cracking and fracture of the active

materials due to repeated expansion and contraction during charging and discharging
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cycles and thermal effects also pose significant challenges for high energy density

batteries.

Researchers are actively exploring various strategies to tackle with these issues, in-

cluding the development of new electrolyte formula, artificial SEI or interfacial buffer

layers, three-dimensional electrode structures, and the use of additives, doping and

coating to improve electrode stability and prevent dendrite growth. These approaches

hold promise for developing safer and more efficient high-capacity batteries. However,

a large portion of the current state-of-the-art in battery research including the above-

mentioned strategies for improving battery performance relies on the trial-and-error

approach. In addition to the large cost incurred, there are challenges and limitations

in these experimental studies. For example, it is very hard to resolve the internal

physics of dendrite growth inside the battery through experiments because dendrites

are too delicate for post-mortem analysis, and designing an optically transparent

battery is technically difficult [11]. It is also very challenging to isolate the effects of

different mechanisms that control dendrite growth based on battery performance.

The understanding of these problems can be improved through mathematical mod-

eling to isolate and couple the competing physics during battery operation. The aim

of this dissertation is to address these above-mentioned challenges through math-

ematical modeling and simulations, providing a quantitative assessment of battery

performance, and offering mechanistic insights into battery design and material se-

lection.

1.3 Multi-scale, multi-physics battery modeling

Batteries are complex systems that involve multiple physical and electrochemical

processes at various length and time-scales. Figure 1.2 illustrates the different com-

putational methods available for battery modeling, ranging from electronic structure

methods and molecular dynamics simulations at the atomistic level [12], to system-

level simulations for battery packs and state estimation at larger scales [13].

Electronic structure methods, such as conventional and linear-scaling Density

Functional Theory (DFT), are employed to model the thermodynamic properties,



CHAPTER 1. INTRODUCTION 8

electronic structures, reaction kinetics, and ion transport paths of electrodes/electrolytes

for batteries [14]. These methods provide valuable insights into the atomistic and

electronic processes that govern energy and power densities in batteries. Classical

molecular dynamics simulations are commonly used to investigate the dynamics and

structure of materials, enabling the study of defect formation and evolution in batter-

ies. These simulations can provide insights into the thermodynamics and kinetics of

atomic and molecular processes, such as diffusion and phase transitions, and can be

used to explore the behavior of complex materials under different conditions. How-

ever, a more detailed understanding of the complex interactions between electrochem-

istry and transport phenomena occuring at fluid/solid interfaces requires modelling

of larger systems, and these small scale methods, such as DFT and molecular dynam-

ics simulations are too computationally expensive to resolve the pore-scale effects.

System-level simulations, on the other hand, are used to model battery packs and

to predict their behavior under different operating conditions, and estimate the state

of the battery such as state of health and state of charge while ignoring the internal

pore-scale physics and electrochemistry.

Therefore, our focus is on the microscopic to macroscopic scales, ranging from

microns to millimeters, and sometimes even including the nano-scale, to simulate

spatiotemporally varying fields such as ion concentration and electric potential distri-

bution. The challenge lies in the gap between these two scales: how do the interfaces,

fluid-solid interactions, mass, charge, and heat transport in the microstructures affect

battery performance at the device scale? This is an area that is least studied in the

field, but it is crucial for the next breakthrough in battery technologies.

1.4 Theory-guided design of battery materials

By improving our understanding of the complex interactions between electrochemical

processes and transport phenomena across different scales, this dissertation aims to

approach the technical challenges mentioned in Section 1.2 with a holistic perspective

and provide mechanistic insights into the optimal design of battery materials. A

key objective is to bridge the gap between micro-scale and macro-scale phenomena,
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Length	scale	[m]

Time	scale

Electronic	structure

Molecular	dynamics

Micro-Macroscopic	simulations
Pore-Scale	to	Aggregate-Scale

System-level	simulations

Figure 1.2: Different computational methods available for battery modeling, ranging
from electronic structure methods and molecular dynamics simulations at the atom-
istic level, to system-level simulations for battery packs and state estimation at larger
scales. We focus on bridging the microscopic transport phenomena to the cell-level
battery performance, which is circled in red.

establishing a connection between pore-scale physics and overall cell performance.

Figure 1.3 serves as an overview of the modeling framework utilized in this dis-

sertation, illustrating the various scales at which the associated problems are investi-

gated. These problems encompass the modeling of the porous cathode in Li-ion/Li-

metal batteries at the single particle scale and at the aggregate scale (Chapter 2

and Chapter 3), as well as the study of dendrite formation at the Li metal anode

in Li-metal batteries and all-solid-state batteries (Chapter 4 and Chapter 5). These

modeling efforts are conducted in close collaboration with experimentalists and in-

dustrial partners who contribute material characterization and observation of battery

performance. These interactions ensure that these models account for correct physics

and chemistry. Ultimately, this modeling framework provides theoretical guidelines

for the optimal design of porous cathodes, Li-metal anodes, electrolytes, separator
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pore structures and dendrite-suppressing buffer layers between the lithium-metal an-

ode and electrolyte.

Characterization

Modeling

Length	scale	[m]
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Figure 1.3: Observation-inspired battery modeling and simulation at various length
scales.

1.5 Dissertation outline

The dissertation is organized as follows.

Chapter 1 provides an introduction to the research topic, focusing on the chal-

lenges involved in the design of high energy density batteries. It emphasizes the

importance of achieving a comprehensive understanding of electrochemical processes

and transport phenomena across different scales, ranging from the micro to macro

levels. The chapter discusses the significance of bridging the gap between these scales

and the potential impact on improving the performance of high energy density bat-

teries. By highlighting the key challenges and research gaps, it sets the foundation

for the subsequent chapters, which aim to address these issues through modeling and

simulation approaches.
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In Chapter 2, we focus on the development of an effective model for mass and

charge transport in the composite electrode, specifically considering the composite

spherical particle consisting of active material and carbon binder domain. The pres-

ence of the carbon binder domain in the electrode impacts ionic transport and reduces

the active surface area, affecting battery performance. We derive equivalent electrical

conductivity, ionic diffusivity, and reaction parameters in the Butler-Volmer equa-

tion for the homogeneous counterpart of the composite particle. These equivalent

characteristics are defined to ensure that the same mass and charge enter the com-

posite and homogenized spheres. We analyze the time-dependent behavior of the

effective diffusion coefficient and reaction parameters, which exhibit a two-stage be-

havior characterized by the reaction delay time. At later times, these characteristics

become time-independent and can be expressed using closed-form formulas. These

expressions provide simplicity and facilitate their application in the modeling of Li-

ion and Li-metal batteries. The work in Chapter 2 has been published in Journal of

The Electrochemical Society in 2022 [15].

In Chapter 3, we delve into the analysis of parameterization strategies for pseudo-

2-dimensional models used to predict the lithiation curves in lithium batteries, con-

sidering the challenges posed by the carbon binder domain. We propose two alter-

native strategies for parameterization that explicitly account for the volume of the

carbon binder domain. The first strategy involves aggregating the carbon binder do-

main with the electrolyte-filled pore space and expressing the Bruggeman exponent

through a solution of a microstructure-specific closure problem. The second strat-

egy treats the carbon binder domain and active particles as a composite solid phase,

leveraging the effective properties derived in Chapter 2 to compute their properties

(semi-)analytically. We demonstrate that parameterizing the Doyle-Fuller-Newman

model with the homogeneous properties derived in Chapter 2 strikes a balance be-

tween model complexity and prediction accuracy. Through our modeling efforts, we

investigate the dependency of battery discharge time on the volume fraction, ionic

conductivity, and diffusion coefficient of the carbon binder domain. Our findings pro-

vide valuable insights that can be utilized in the optimal design of porous cathodes.

The work presented in this chapter builds upon the foundation laid in Chapter 2
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and contributes to the overall objective of the dissertation, which is to bridge the gap

between micro-scale and macro-scale phenomena and provide mechanistic insights for

the optimal design of battery materials. The work in Chapter 3 has been published

in Journal of The Electrochemical Society in 2022 [16].

Chapter 4 of this dissertation addresses the challenge of dendritic growth in Li-

metal batteries. We present a linear-stability analysis that utilizes the Poisson-Nernst-

Planck equations to describe Li-ion transport, accounting for the lack of electroneu-

trality. This approach enables us to investigate the impact of electric-field gradients

near the electrode surface on both ion diffusion and its anisotropy. Our analysis sug-

gests that the use of anisotropic electrolytes, with anisotropic diffusion coefficients

of the Li ions, and control of the local electric field can suppress dendritic growth

of Li metal. This analysis provides a useful guide for designing new electrolytes and

separators to mitigate dendritic growth, improving the safety and performance of

Li-metal batteries. The work in Chapter 4 has been published in Journal of The

Electrochemical Society in 2022 [17].

In Chapter 5, our investigation continues by examining dendrite growth in all-

solid-state batteries with Li anode. One approach to mitigate dendrite growth is

the insertion of a buffer layer between the Li-metal and the solid electrolyte. How-

ever, most experimental investigations of potential buffer materials are empirical and

largely unassisted by quantitative predictions of Li-ion transport and electrochemical

transformations in the solid electrolyte and the buffer. We propose a mathematical

model of electrodeposition on the Li anode in all-solid-state lithium metal batteries

with an interfacial buffer layer between the Li anode and the solid electrolyte. The

model describes Li-ion transport in the electrolyte and the buffer, which is accompa-

nied by an interfacial charge-transfer reaction. Our findings suggest new strategies for

the design of interfacial buffers, i.e., for the optimal selection of buffer material and

the solid electrolyte pair based on their electrochemical and physical properties. Our

model’s predictions regarding the dendrite suppression abilities of different buffer ma-

terials align with published experimental findings. This model can serve as a guide for

experimental and computational efforts in discovering new buffer materials that are
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compatible with specific electrolytes. By leveraging this analysis, researchers can ac-

celerate the discovery and development of buffer materials for all-solid-state batteries,

contributing to the advancement of safer and more reliable energy storage technolo-

gies. The work in Chapter 5 has been published in Journal of The Electrochemical

Society in 2023 [18].

Chapter 6 serves as a comprehensive summary of the main contributions and im-

plications presented in each chapter of this dissertation. It highlights the key findings

and insights obtained throughout the research, emphasizing their significance in ad-

vancing the understanding of high-energy-density batteries. Additionally, Chapter

6 explores potential applications of the developed modeling framework and outlines

promising avenues for future research in this field. In Appendix A and B, detailed

descriptions of the linear stability analyses conducted for dendritic growth in both

lithium-metal batteries and all-solid-state batteries are provided. These analyses offer

valuable insights into the mechanisms underlying dendritic growth and its suppres-

sion, providing a deeper understanding of the challenges associated with these battery

systems.

I have also made additional contributions in other research areas, including biomed-

ical modeling and environmental applications, during my Ph.D. study at Stanford

University. These works have been published in Water Resources Research in 2021

and 2023 [19, 20] and Journal of Applied Physiology in 2021 [21]. As this dissertation

focuses solely on high-energy-density batteries, the specific details of these studies are

not included here.



Chapter 2

Effective representation of active

material and carbon binder in

porous electrodes

2.1 Abstract

Active cathode material and graphite anode material are routinely mixed with con-

ductor and binder to improve the electric conductivity and mechanical stability of

electrodes. Despite its benefits, this carbon binder domain (CBD) impedes ionic

transport and reduces the active surface area, thus impacting the battery perfor-

mance. We consider a composite spherical particle, whose active-material core is

coated with CBD, and its homogeneous counterpart, for which we derived equivalent

electrical conductivity, ionic diffusivity, and reaction parameters in the Butler-Volmer

equation. These equivalent characteristics are defined to ensure that the same mass

and charge enter the composite and homogenized spheres. They are expressed in

terms of the volume fraction of the active material and transport properties of the

active material and CBD. In general, the equivalent effective diffusion coefficient and

reaction parameters are time-dependent and exhibit two-stage behavior characterized

by the reaction delay time. At later times, these characteristics are time-independent

14
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and given explicitly by closed-form formulae. The simplicity of these expressions fa-

cilitates their use in single- and multi-particle representations of Li-ion and Li-metal

batteries.

2.2 Introduction

Rechargeable Li-ion and Li-metal batteries are among the most effective and promis-

ing energy storage devices for portable electronics and electric vehicles. While their

anode materials differ (graphite and Li metal in the case of Li-ion and Li-metal bat-

teries, respectively), both battery types use the same lithium intercalation cathode

materials [2], such as lithium cobalt oxide, lithium nickel manganese cobalt oxide,

lithium manganese oxide, or lithium iron phosphate. Continued improvement of

porous cathodes requires the ability to model both microscopic (pore-scale) electro-

chemical processes and their impact on battery performance.

Active cathode material particles, as well as graphite anode material particles, are

often mixed with conducting material (e.g., carbon black) and binder to improve the

electric conductivity and mechanical stability of electrodes [22, 23, 24, 25]. During

the manufacturing process, conductive additive and binder form the so-called carbon

binder domain (CBD), a mixed phase surrounding active particles. Despite its ben-

efits, CBD impedes ionic transport in the electrode by increasing the tortuosity of

diffusion pathways and reducing the active surface area, thus impacting the battery

performance [26, 27, 28].

Advances in imaging techniques have enabled one to resolve the spatial extent of

CBD in a composite electrode [29, 26, 28, 30, 31]. This, in turn, made it possible to

assess the impact of CBD on effective transport properties either via direct tortuosity

[27, 31] and impedance [32] measurements, or via microstructure-resolving simula-

tions of Li-ion transport and electrochemical transformations [29]. Although such

pore-scale models accurately capture the relevant processes in tiny volumes compris-

ing a few CBD-coated active particles and electrolyte, they are too computationally

expensive to be used at the device scale. This motivated the development of their

macroscopic counterparts such as the single particle models (SPMs) [33, 34, 35, 36],
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the Doyle-Fuller-Newman (DFN) model [37] or homogenized models [38, 39, 40].

These and similar macroscopic models seldom account for the presence of CBD. A

notable exception is the study [8] that used charge transfer resistance measurements

to relate changes in the reaction rate constant to changes in the volume fractions

of active material and CBD in the cathode, although ionic transport in CBD was

ignored.

Yet, the latter is of paramount importance to battery performance. For example,

the overall electrode ionic conductivity is more strongly tied to the volume fraction

and ionic conductivity of CBD than to its overall porosity [26]. This suggests the need

for a mathematical model that relates measurable characteristics of active particles

and CBD, such as their volume fractions and transport properties (diffusion coeffi-

cients, ionic conductivities, etc.) to the bulk properties of the composite electrode

material (effective diffusion coefficients, ionic conductivities, etc.).

Complex microstructures of composite materials can be represented via an as-

semblage of coated spheres [41]. This strategy can be used to model the composite

electrode as collection of spherical grains of active material coated by CBD, with re-

sulting pores filled by electrolyte. For linear systems, the Hashin-Shtrikman bounds

provide the effective conductivity bounds for an isotropic two-component material

composed of coated spheres [42], while the Wiener arithmetic and harmonic means

give the upper and lower bounds for the effective conductivity of anisotropic media

with multiple components [41]. These theoretical results have impacted a wide range

of linear and nonlinear problems, [43, 44, 45] but are of limited use in battery mod-

eling, since they do not guarantee the mass and charge conservation in the presence

of ion intercalation into active particles.

Our study fills this void by presenting an equivalent/homogenized model of ion

transport and intercalation for a spherical active particle coated by CBD and im-

mersed into electrolyte under galvanostatic condition. The model conserves mass and

charge, and results in semi-analytical expressions for equivalent ionic conductivity,

diffusion coefficient, and reaction rate of the composite (active material / CBD) par-

ticle. These equivalent characteristics are expressed in terms of the volume fractions

and transport properties of the constitutive phases; they take the closed form at large
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times. Our results for a CBD-coated LiNi0.6Mn0.2Co0.2O2 (NMC622) active particle

with the volume fraction of 0.8, 0.85, and 0.9 exhibit the relative error in Li ion

accumulation of less than 1% for C rates ranging from 0.1C to 10C.

Our effective model is important in its own right when used in the single-particle

models. It also can serve as input for the DFN model and homogenized macroscopic

dual-continua models. Hence, it is of direct relevance to cell-level performance simu-

lation and optimization.

2.3 Problem formulation

Continuum or Darcy-scale treatments of porous media represent irregular grains and

complex pore structures as ordered assemblages of regular shaped objects e.g., peri-

odic arrangements of spheres or ellipses. [41, 46, 40] That is because any structural

irregularity averages out over a representative elementary volume that contains thou-

sands or millions of grains. With that in mind, we consider a spherical active particle

of radius r1 that is coated with the CBD layer, giving rise to the composite sphere

of radius r2 (Figure 2.1). The active material has diffusion coefficient D1 (m2/s) and

ionic conductivity K1 (S/m); the corresponding quantities for CBD are denoted by

D2 and K2. Li-ion intercalation takes place at the active particle’s surface, i.e., at

r = r1. The sphere is immersed into the electrolyte with Li-ion concentration ce and

electric potential ϕe; a uniform electric field E in the x direction represents the electric

field in a working battery’s electrode. Indeed, visualization of the electric potential

distribution across working devices shows the electric potential profile in the porous

electrode has an approximately linear slope, which corresponds to a uniform electric

field, E = −∇ϕe. [47] The single particle model [33] predicts a similar linear electric

potential distribution in the electrode.

An equivalent representation of this composite particle is a homogeneous sphere of

radius r2 that has diffusion coefficient D∗, ionic conductivity K∗, and ion intercalation

at its surface. These characteristics are such that the two spheres have the same

current density and ion flux through their respective surfaces. Our goal is to express

these equivalent parameters in terms of the volume fractions (V1 = r31/r
3
2 and V2 =
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Figure 2.1: Left: Spherical composite particle of radius r2 comprising an active ma-
terial core of radius r1 coated with a CBD layer. The active material has diffusion
coefficient D1 and ionic conductivity K1; the corresponding quantities for CBD are
denoted by D2 and K2. Right: Its homogeneous counterpart with equivalent diffu-
sion coefficient D∗ and ionic conductivity K∗. The red lines denote locations of the
intercalation surface. The sphere is immersed in the electrolyte with Li-ion concen-
tration ce, electric potential ϕe, and uniform electric field E = −∇ϕe.

1 − V1) and transport properties of each phase.

2.3.1 Transport in active core and CBD coating

Given the geometry of the composite particles, we use the spherical coordinate sys-

tem r = (r, θ, φ)⊤. Spatiotemporal evolution of the molar concentrations of Li ions

(mol/m3) in the active material, c1(r, t) with 0 ≤ r ≤ r1, and the CBD coating,

c2(r, t) with r1 ≤ r ≤ r2, is described by the diffusion equations [32]:

∂ci
∂t

= −∇ · Jdif,i, Jdif,i = −Di∇ci, i = 1, 2. (2.1)

The corresponding electrical potentials (V) in each phase, ϕ1(r, t) with 0 ≤ r ≤ r1

and ϕ2(r, t) with r1 ≤ r ≤ r2, are governed by the Laplace equations

∇ · Jel,i = 0, Jel,i = −Ki∇ϕi, i = 1, 2. (2.2)

These two sets of equations are defined on 0 < r < r1 for i = 1, and on r1 < r < r2

for i = 2; both for time t > 0. They are coupled by enforcing the continuity of the

radial components of the mass fluxes, Jdif,i, and current densities, Jel,i, at the interface
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r = r1: [48]

D1
∂c1
∂r

= D2
∂c2
∂r

= Rint (2.3)

and

K1
∂ϕ1

∂r
= K2

∂ϕ2

∂r
= FRint. (2.4)

Assuming that the Butler-Volmer equation with the charge transfer coefficient of 0.5

describes the ion intercalation on the active particle surface,

Rint = 2k1

√
c1c2

(
1 − c1

c1,max

)
sinh

[
F

2RT
(ϕ1 − ϕ2 − U(c1/c1,max))

]
, (2.5)

where k1 is the reaction rate constant of the active material (m/s), c1,max is the

maximum Li concentration that could be stored in the active particle (mol/m3), U

is the open circuit potential (V) that depends on the Li filling fraction c1/c1,max, F

is the Faraday constant (s·A/mol), R is the gas constant (J/mol/K), and T is the

temperature (K).

At the interface between the composite particle and liquid electrolyte, r = r2, we

assume charge neutrality and the electrolyte to be dilute [48]. This gives rise to the

boundary conditions at r = r2,

De
∂ce
∂r

+
t2+Ke

F 2

∂µe

∂r
+

Ket+
F

∂ϕe

∂r
= D2

∂c2
∂r

, (2.6)

t+Ke

F

∂µe

∂r
+ Ke

∂ϕe

∂r
= K2

∂ϕ2

∂r
, (2.7)

and

ce = c2, ϕe = ϕ2, (2.8)

where ce(r) and ϕe(r) are respectively the Li ion concentration (mol/m3) and electrical

potential (V) in the electrolyte, r ≥ r2; and De, Ke, and t+ denote the interdiffusion

coefficient (m2/s), the ionic conductivity (S/m), and the transfer coefficient (−) of

Li ions in the electrolyte, respectively. µe is the chemical potential of Li ions in the

electrolyte and may be defined by µe = RT log(fce), where f is the activity coefficient.

The interfacial electric potential in the electrolyte (at r = r2) varies with the angle
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θ, in response to the uniform electrical current imposed in the x1 direction far away

from the sphere (Fig. 2.1).

The problem formulation is completed by specifying the boundary and initial

conditions

c1(r = 0, t) < ∞; ϕ1(r = 0, t) < ∞; ci(r, 0) = cin, i = 1, 2. (2.9)

2.3.2 Transport in equivalent particle

The equivalent model treats the composite particle as a homogeneous material with

equivalent diffusion coefficient D∗ and equivalent ionic conductivity K∗ (Figure 2.1).

Equations (2.1) and (2.2) are replaced with

∂c

∂t
= D∗∇2c, K∗∇2ϕ = 0, (2.10)

and describe the spatiotemporal evolution of Li concentration, c(r, t), and electric

potential, ϕ(r, t), in the whole particle, i.e., for 0 < r < r2. To ensure that the

same Li ion flux and the same current density enter the composite particle and its

equivalent counterpart, we replace the interfacial and boundary conditions (2.3)–(2.7)

with the boundary conditions at r = r2,

De
∂ce
∂r

+
t2+Ke

F 2

∂µe

∂r
+

Ket+
F

∂ϕe

∂r
= D∗ ∂c

∂r
= R∗

int, (2.11)

t+Ke

F

∂µe

∂r
+ Ke

∂ϕe

∂r
= K∗∂ϕ

∂r
= FR∗

int, (2.12)

where

R∗
int = 2k∗

√
cce

(
1 − c

cmax

)
sinh

[
F

2RT
(ϕ− ϕe − U(c/cmax))

]
, (2.13)
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k∗ is the equivalent reaction rate constant, and cmax is the maximum Li concentration

that can be stored in the homogenized particle. In analogy with (2.9), we also require

c(r = 0, t) < ∞; ϕ(r = 0, t) < ∞; c(r, 0) = cin. (2.14)

The interfacial conditions (2.6)–(2.8) and (2.11)–(2.13) should hold for all interfa-

cial values of (gradients of) ion concentration, ce(r2, ·), and electric potential, ϕe(r2, ·),
in the liquid electrolyte. Consequently, for the purpose of homogenization, we treat

them as given rather than computed as solutions of the Nernst-Planck equations.

That is in contrast to fully-resolved pore-scale simulations that comprise a couple

system of equations for the active particle, CBD, and the electrolyte-filled pore space.

2.4 Equivalent models of solid phase

The equivalent representation of the composite particle in Figure 2.1 shifts the in-

tercalation surface from r = r1 to r = r2. To ensure that this procedure results in

global conservation of mass and charge, we introduce the following relations on the

respective intercalation surfaces:

r21D1
∂c1
∂r

(r1, t) = r22D
∗H(t− τ)

∂c

∂r
(r2, t− τ) (2.15)

r21K1
∂ϕ1

∂r
(r1, t) = r22K

∗H(t− τ)
∂ϕ

∂r
(r2, t− τ), (2.16)

where H(·) is the Heaviside function. The reaction delay time τ = (r2 − r1)
2/D2

accounts for the shift of the reaction interface from the inner radius r = r1 to the

outer radius r = r2. Due to the boundary conditions (2.3), (2.4), (2.11), (2.12) and

the Butler-Volmer relations (2.5) and (2.13), the two interfacial conditions (2.15)

and (2.16) collapse into one:

r21Rint(r1, t) = r22H(t− τ)R∗
int(r2, t− τ). (2.17)
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This definition of the equivalent Butler-Volmer rate is automatically satisfied by im-

posing the following relations on the respective intercalation surfaces:

ϕ1(r1, t) − ϕ2(r1, t) = ϕ(r2, t) − ϕe(r2, t), (2.18a)

c1(r1, t)

c1,max

= H(t− τ)
c(r2, t− τ)

c∗max

, (2.18b)

r21k1

√
c1,maxc2(r1, t) = r22k

∗H(t− τ)
√
c∗maxce(r2, t− τ). (2.18c)

These relations define the equivalent parameters cmax and k∗.

2.4.1 Equivalent ionic conductivity

Our derivation of the equivalent ionic conductivity K∗ follows that of the coated

sphere model [41]. The key difference between our problem and the model [41] is that

the interface between the two materials is now reactive. Consequently, we replace the

continuity of electric potential at r = r1 with the potential-drop condition (2.18a)

and enforce the charge conservation condition (2.16).

Assuming the azimuthal symmetry, we rewrite the Laplace equations (2.2) and (2.10)

in polar coordinates r = (r, θ)⊤ and look for their solutions, ϕi(r) with i = 1, 2 and

ϕ∗(r), in the form ϕ1 = a1r cos θ for 0 ≤ r ≤ r1; ϕ2 = (a2r+b2/r
2) cos θ for r1 ≤ r ≤ r2;

and ϕ∗ = a r cos θ for 0 < r < r2; where a1, a2, b2, and a are the constants of integra-

tion. These are obtained from the conditions of continuity of the radial components

of the current densities Jel,1 and Jel,2 at r = r1 in Eq. (2.4),

K1a1 = K2(a2 − 2b2/r
3
1); (2.19)

and of the radial components of the current densities Jel,2 and J∗
el at r = r2 in

Eqs. (2.7) and (2.12),

K∗a = K2(a2 − 2b2/r
3
2). (2.20)
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The remaining two equations arise from the conservation of charge, Eq. (2.16),

r22K
∗a = r21K1a1; (2.21)

and the drop of the electrical potential across the reaction interfaces, Eqs. (2.18a)

and (2.8),

a1r1 − (a2r1 + b2/r
2
1) = a r2 − (a2r2 + b2/r

2
2). (2.22)

The system of linear algebraic equations (2.19)–(2.22) has a nontrivial solution if and

only if

K∗ =
2K1K2

K1

r2/r1 − 1

1 − r1r2/(r1 + r2)2
+ 2K2r2/r1

=
2K1K2

K1

V
−1/3
1 − 1

1 − V
1/3
1 /(V1

1/3 + 1)2
+ 2K2/V

1/3
1

.

(2.23)

If the sphere consists entirely of the active material, i.e., if V1 = 1, then this expression

reduces to K∗ = K1, as it should.

2.4.2 Equivalent diffusion coefficient

The subsequent analysis is facilitated by considering galvanostatic conditions, under

which a constant current Ia (corresponding to the current density J = Ia/(4πr22) is

applied at the sphere’s surface, r = r2. Then, the boundary conditions (2.6) and (2.11)

are replaced with

D2
∂c2
∂r

(r2, t) =
Ia

4πr22F
and D∗ ∂c

∂r
(r2, t) =

Ia
4πr22F

, (2.24)

and the solutions to the corresponding boundary value problems are independent from

the azimuth and polar angles, ci = ci(r, t) with i = 1, 2, and c = c(r, t). Without loss

of generality, we set the initial concentration to cin = 0 (otherwise, one can repeat

our analysis for ci − cin and c− cin).
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Solution for composite sphere

Given the azimuth and polar symmetry, Eqs. (2.1) take the form

∂ci
∂t

=
Di

r2
∂

∂r

(
r2
∂ci
∂r

)
, i = 1, 2. (2.25)

The transformation ui(r, t) = rci(r, t) turns Eq. (2.25) into

∂ui

∂t
= Di

∂2ui

∂r2
, i = 1, 2. (2.26)

Accounting for the initial and boundary conditions (2.9) with cin = 0, the Laplace-

transformed solutions of Eqs. (2.26) are

û1(r, λ) = A1(e
−
√

λ/D1 r − e
√

λ/D1 r), 0 ≤ r ≤ r1, (2.27)

and

û2(r, λ) = A2 e
√
s r + B2 e−

√
s r, r1 ≤ r ≤ r2, (2.28)

where λ is the Laplace variable, and s = λ/D2. The constants of integration A1, A2,

and B2 are obtained from the Laplace transforms of the auxiliary conditions (2.3),

(2.15), and (2.24),

D2
dĉ2
dr

(r2, λ) =
J

λ
, D1

dĉ1
dr

(r1, λ) = D2
dĉ2
dr

(r1, λ) =
r22
r21
D2e

−λτ dĉ2
dr

(r2, λ). (2.29)

A1 = − Jr22
FD1λ

e−λτ

(r1
√

λ/D1 + 1)e−
√

λ/D1 r1 + (r1
√

λ/D1 − 1)e
√

λ/D1r1
; (2.30)

with β = r2 − r1, and

A2 =
Jr22

FD2λ

eβ
√
s(r1 + 1/

√
s) − e−D2τs(r2 + 1/

√
s)

(r2 − 1/
√
s)eβ

√
s(r1

√
s + 1) − (r1 − 1/

√
s)e−β

√
s(r2

√
s + 1)

e−r2
√
s

(2.31)

B2 =
Jr22

FD2λ

e−β
√
s(r1 − 1/

√
s) − e−D2τs(r2 − 1/

√
s)

(r2 − 1/
√
s)eβ

√
s(r1

√
s + 1) − (r1 − 1/

√
s)e−β

√
s(r2

√
s + 1)

er2
√
s. (2.32)
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We rewrite (2.27)–(2.32) as (2.33). Then, the Laplace-transformed solutions of the

diffusion equations (2.1), written in the spherical coordinates and subject to the

auxiliary conditions (2.3), (2.9), (2.15) and (2.24) are

ĉ1(r, λ) =
Jr22

FD1rλ
α1(e

r
√

λ/D1 − e−r
√

λ/D1), 0 ≤ r ≤ r1, (2.33a)

ĉ2(r, λ) =
Jr22

FD2rλ

[
α2e

−(r2−r)
√
s + β2e

−(r−r1)
√
s
]
, r1 ≤ r ≤ r2, (2.33b)

where λ is the Laplace-transform variable, s = λ/D2, β = r2 − r1, and

α1 =
e−λτ

(r1
√

λ/D1 + 1)e−r1
√

λ/D1 + (r1
√

λ/D1 − 1)er1
√

λ/D1

, (2.33c)

α2 =
r1 + 1/

√
s− e−D2τs−β

√
s(r2 + 1/

√
s)

(r2 − 1/
√
s)(r1

√
s + 1) − (r1 − 1/

√
s)e−2β

√
s(r2

√
s + 1)

, (2.33d)

β2 =
e−β

√
s(r1 − 1/

√
s) − e−D2τs(r2 − 1/

√
s)

(r2 − 1/
√
s)(r1

√
s + 1) − (r1 − 1/

√
s)e−2β

√
s(r2

√
s + 1)

. (2.33e)

We compute the inverse Laplace transforms, c1(r1, t) and c2(r2, t), either numeri-

cally via the subroutine INVLAP [49] from the MATLAB File Exchange or analytically

for large times t and steady state, as described in Section 2.4.4.

Solution for equivalent sphere

Diffusivity of an equivalent medium is known to be time-dependent, at least at early

times [50]. We account for this possibility by treating D∗ = D∗(t). Introducing the

new dependent variable u(r, t) = rc(r, t) and the rescaled time

T =

∫ t

0

D∗(t′)dt′, (2.34)

we transform (2.10) into

∂u

∂T
=

∂2u

∂r2
, 0 < r < r2. (2.35)



CHAPTER 2. EFFECTIVE MODEL OF COMPOSITE CATHODES 26

Accounting for the boundary and initial conditions (2.14) with cin = 0, the Laplace-

transformed (with respect to T ) solution of this equation is

û(r, λT ) = A
(

e−r
√
λT − er

√
λT

)
. (2.36)

where λT is the Laplace-transform variable. The constant of integration A is obtained

from the Laplace transform of the boundary condition (2.24),

d(û/r)

dr
(r2, t) =

J

F

∫ ∞

0

e−λTT

D∗(h(T ))
dT. (2.37)

where t = h(T ) is given implicitly by Eq. (2.34). This step leads to

A =
J

F

r22
er2

√
λT − e−r2

√
λT − r2

√
λT (e−r2

√
λT + er2

√
λT )

∫ ∞

0

e−λTT

D∗(h(T ))
dT, (2.38)

and, ultimately, the Laplace-transformed Li-ion concentration ĉ(r, λT ) is given by

ĉ(r, λT ) =
Jr22
Fr

sinh(r
√
λT )

r2
√
λT cosh(r2

√
λT ) − sinh(r2

√
λT )

∫ ∞

0

e−λTT

D∗(h(T ))
dT, (2.39)

where λT is the Laplace-transform variable, and t = h(T ) is given implicitly by

T =
∫ t

0
D∗(t′)dt′. The inverse Laplace transform, L−1

T , of ĉ(r, λT ) in (2.40) is given

by the convolution,

c(r, T ) =
Jr22
Fr

∫ T

0

w(r, T − ν)

D∗(h(ν))
dν, (2.40a)

where

w(r, T ) = L−1
T

{
sinh(r

√
λT )

r2
√
λT cosh(r2

√
λT ) − sinh(r2

√
λT )

}
. (2.40b)

We define D∗(t) as the diffusion coefficient of the homogenized sphere that, under

galvanostatic conditions (2.24), results in the surface Li-ion concentration c(r2, T )

that equals the weighted average of the Li-ion concentrations on the surfaces r = r1
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and r = r2 of the composite sphere, i.e.,

c(r2, t) = V1c1(r1, t) + (1 − V1)c2(r2, t). (2.41)

This yields a nonlinear integral equation for D∗(t),

Jr2
F

∫ T

0

w(r2, T − ν)

D∗(h(ν))
dν = V1c1(r1, t)+(1−V1)c2(r2, t), T =

∫ t

0

D∗(t′)dt′. (2.42)

Numerical algorithm for solving D∗(t)

Rewrite equation (2.42) in terms of t:

Jr2
F

∫ t

0

w(r2,

∫ t

v′
D∗(t′)dt′)dν ′ = V1c1(r1, t) + (1 − V1)c2(r2, t) (2.43)

which is solved numerically using Algorithm 1.

2.4.3 Equivalent rate and maximum concentration

Combining (2.18b) and (2.18c) with (2.41) we obtain expressions for the remaining

homogenized parameters, c∗max(t) and k∗(t),

c∗max(t)

c1,max

=
V1c1(r1, t) + (1 − V1)c2(r2, t)

c1(r1, t + τ)
,

k∗(t)

k1
=

r21
r22

√
c1,maxc2(r1, t + τ)

c∗max(t)c2(r2, t)
. (2.44)

2.4.4 Closed-form asymptotic expressions

For large t, i.e., for small λ, the interfacial Li-ion concentrations in the composite

sphere, Eq. (2.33), behaves asymptotically as

ĉ1(r1, λ) =
Jr22
r31F

[
3

λ2
− (15D1τ − r21)

5λD1

]
+ O(λ3/2), (2.45a)

ĉ2(r2, λ) =
Jr2

2D2Fλ

[β3 + 3β2r1 + 6D2r2τ

β3 + 3βr1r2
+ O(λ1/2)

]
(2.45b)

ĉ2(r1, λ) =
Jr22

2FD2r1λ

[β3 − 3β2r1 + 6D2r1τ

β3 + 3βr1r2
+ O(λ1/2)

]
. (2.45c)
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Algorithm 1: Numerical algorithm for computing D∗(t)

For k = 1:

1. Take the inverse Laplace transform of Eqs. (2.33) to obtain c1(r1, t1) and
c2(r2, t1)

2. Compute c(r2, t1) in Eq. (2.41)

3. Solve equation c(r2, t1) = Jr2
F
w(r2,

∆t
2
D∗(t1))∆t for D∗(t1), where w is given by

Eq. (2.40b)

For k = 2 to Nt:

1. Take the inverse Laplace transform of Eqs. (2.33) to obtain c1(r1, tk) and
c2(r2, tk)

2. Compute c(r2, tk) in Eq. (2.41)

3. Solve for D∗(tk) from equation:

c(r2, tk) = Jr2
F

∑k
j=1 w(r2,

∑j
i=1D

∗(tk−i+1)∆t · l)∆t, l =

{
1/2, if i = j

1, if i ̸= j

where w is given by Eq. (2.40b)

4. Stop at the kth iteration if tk > τ and
∣∣∣D∗(tk)−D∗(tk−1)

D∗(tk−1)

∣∣∣ ≤ 10−6 as D∗ reaches

steady state

Its inverse Laplace transform is

c1(r1, t) ≈
Jr22
r31F

[
−(15D1τ − r21)

5D1

+ 3t

]
, for large t; (2.46a)

c2(r2, t) ≈
Jr2

2D2F

{β3 + 3β2r1 + 6D2r2τ

β3 + 3βr1r2
+ O(1/

√
t)
}
, for large t (2.46b)

c2(r1, t) ≈
Jr22

2FD2r1

{β3 − 3β2r1 + 6D2r1τ

β3 + 3βr1r2
+ O(1/

√
t)
}
, for large t. (2.46c)

Similarly, for the homogenized sphere with constant diffusion coefficient D∗, the large-

time approximation of (2.40) is

c(r2, t) =
3J

r2F
t +

Jr2
5D∗F

, for large t. (2.47)
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Substitution of Eqs. (2.46) and (2.47) into Eq. (2.41) leads to

Jr2
5D∗F

= −(15D1τ − r21)J

5D1r2F
+ (1 − V1)

Jr2
2D2F

β3 + 3β2r1 + 6D2r2τ

β3 + 3r1r2β
, (2.48)

which yields

D∗ =

{
r21

D1r22
+

5V2

D2

[
(r2 − r1)

2 + 3(r1 + 2r2)(r2 − r1)

2(r2 − r1)2 + 6r1r2
− 3(r2 − r1)

2

V2r22

]}−1

. (2.49)

Expressing this relation in terms of the volume fraction V1 gives

D∗ =

{
V

2/3
1

D1

+ 5
1 − V1

D2

[
(1 − V

1/3
1 )2 + 3(V

1/3
1 + 2)(1 − V

1/3
1 )

2(1 − V
1/3
1 )2 + 6V

1/3
1

− 3(1 − V
1/3
1 )2

1 − V1

]}−1

.

(2.50)

Substitution of Eqs. (2.46) into Eq. (2.44) gives

c∗max(t)

c1,max

= V1
15D1(t− τ) + r21

15D1t + r21
+ V2

5r1(r2 − r1)

2r2(15D2t/r21 + D2/D1)

2r1 + 7r2
(r2 − r1)2 + 3r1r2

(2.51)

and

k∗(t)

k1
=

r21
r22

√
r2 + 2r1
7r2 + 2r1

√
c1,max

c∗max(t)
≈ r21

r22

√
r2 + 2r1
7r2 + 2r1

V1 = V
2/3
1

√√√√1 + 2V
1/3
1

7 + 2V
1/3
1

V1. (2.52)

Since t ≫ τ and V1 ≫ V2, we obtain approximations for c∗max and k∗ for large t:

c∗max(t)

c1,max

≈ V1, (2.53)

and

k∗(t)

k1
≈ V

7/6
1

√√√√1 + 2V
1/3
1

7 + 2V
1/3
1

. (2.54)
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2.5 Results and discussion

Figure 2.2 exhibits the equivalent ionic conductivity K∗, given by Eq. (2.23), for dif-

ferent values of K1 and K2 and several volume fractions V1 of the active material. As

V1 decreases, the composite material contains more CBD and K∗ becomes progres-

sively smaller than the ionic conductivity of the active material, K1. For example, if

CBD has ionic conductivity K2 = 1 S/m and its volume fraction in the mixture is

V2 = 0.3, then the equivalent ionic K∗ is about half of the ionic conductivity of the

active material, K1 = 10 S/m.

Figure 2.2: Equivalent ionic conductivity of the composite material composed of the
active material and CBD with ionic conductivities K1 and K2, respectively. The
active material’s volume fraction in the mixture, V1, is (a) 0.7, (b) 0.8, (c) 0.9 and
(d) 1.
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We use Algorithm 1 to solve Eq. (2.42), i.e., to compute the dimensionless equiv-

alent diffusivity D̃∗(t̃) = D∗/D1 as function of the dimensionless time t̃ = tD1/r
2
2. In

this calculation, we use the time step ∆t̃ = 10−3, t̃k = k∆t̃, and MATLAB’s subrou-

tine fsolve with termination tolerance 10−6 to find the root of Eq. (2.42); the Li-ion

concentrations are normalized with the maximum Li concentration in active particle

c1,max such that c̃ = c/c1,max and c̃i = ci/c1,max with i = 1, 2; and the dimensionless

current density J̃ = Jr2/(FD1c1,max) serves as the sole input. A value of the ap-

plied current density J̃ does not affect the magnitude of the equivalent parameters,

it only alters the values of the concentrations c̃i and c̃ and, thus, the time it takes the

sphere to reach its maximum Li-storing capacity. To be specific, we set J̃ = 1 in the

simulation results presented below.

The results of this calculation, D̃∗ = D̃∗(t̃), are shown in Figure 2.3 for several

combinations of the active material’s volume fraction V1 and the diffusion coefficient

ratios D2/D1. (Unless specified otherwise, we use D2/D1 = 0.0178 as a reference

value [32].) The equivalent diffusivity D̃∗(t̃) increases at times preceding the inter-

calation delay time τ̃ = (r2 − r1)
2D1/(D2r

2
2); drops appreciably at t̃ = τ̃ ; and then

increases a bit to reach its steady-state value. The time to steady state decreases

with V1 (Fig. 2.3a); for V1 = 0.99, CBD’s volume fraction is so small that D̃∗ ≈ 1,

as expected. The chemical composition of CBD, as encapsulated in the value of the

diffusion coefficient D2, affects the transitional behavior and the steady state value

of D∗ (Fig. 2.3b).

Figure 2.4 shows that the analytical expression (2.50) for D̃∗ is in close agreement

with the numerical solution of Eq. (2.42) for the volume fraction V1 ranging from 0.1

to 1.0. The close agreement between the two solutions serves to verify the accuracy of

the numerical solution of Eq. (2.42). It also suggests the possibility of using the readily

computable expression (2.50) as the value of the equivalent diffusivity of composite

spheres in battery-scale models.

It is worthwhile to compare our analytical expression for D̃∗ in Eq. (2.50) with

the Wiener lower bound,

D∗
W = (V1/D1 + V2/D2)

−1. (2.55)
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Figure 2.3: Temporal evolution of the normalized equivalent diffusivity D̃∗(t̃) for (a)
several volume fractions of the active material, V1, and D2/D1 = 0.0178; and (b)
several diffusion coefficient ratios D2/D1 and V1 = 0.8. The elevated tick marks
indicate the dimensionless intercalation delay time τ̃ = (r2 − r1)

2D1/(D2r
2
2) = 0.706,

0.289 and 0.067 for V1 = 0.7, 0.8 and 0.9, respectively.

Both are weighted harmonic means of D1 and D2, but with different weights. The

weights in the Wiener bound are the volume fractions of the two materials, while

those in our expression are more evolved because they account for Li-ion intercala-

tion. Figure 2.4 shows that our expression for the equivalent diffusivity given by our

expression (2.50) is considerably more accurate than its counterpart predicted by the

Wiener bound (2.55) for the full range of the active material’s volume fraction V1 (Fig-

ure 2.4). The latter’s error is highest when 0.8 < V1 < 0.95, which is a typical range

for the volume fraction of active material in most electrodes. This result highlights

the advantage of using Eq. (2.50) for battery modeling as a means to guarantee the

mass and charge conservation in the presence of ion intercalation in active particles.

For the equivalent diffusion coefficient D̃∗ computed analytically via the closed-

form expression (2.50) to be useful in battery-scale models, it must provide an

accurate approximation of the Li-ion flux through the composite sphere’s surface,

Jdif(r2, t) = −D2∂rc2(r2, t), i.e., it must conserve mass. Note that the effective model

with time-dependent D∗(t) in (2.42) is mass-conservative by construction, so that the
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Figure 2.4: Steady-state effective diffusion coefficient D̃∗ alternatively computed as
the numerical solution of Eq. (2.42), the analytical expression (2.50) and the Wiener
lower bound (2.55). It is plotted as function of the active material’s volume fraction
V1, for D2/D1 = 0.0178.

replacement of D∗(t) with its steady-state counterpart D∗ in (2.50) is the only source

of error. Let J∗
dif(r2, t) = −D∗∂rc(r2, t) denote the Li-ion flux through the surface of a

homogeneous sphere whose diffusion coefficient D∗ is given by Eq. (2.50). The ratio

J∗
dif/Jdif is shown in Figure 2.5a as function of dimensionless time t̃, for several values

of V1. The discrepancy between J∗
dif and Jdif is confined to early times t̃; it becomes

smaller but more persistent as the active material’s volume fraction decreases.

Another measure of discrepancy is the relative error in Li-ion accumulation,

Etot =

∣∣∣∣∣
∫ tmax

0
Jdif dt−

∫ tmax

0
J∗
dif dt∫ tmax

0
Jdif dt

∣∣∣∣∣ ,
where tmax is the total discharge (charge) time, i.e., the time to achieve the maximum

Li-ion concentrations c1,max and c∗max in both the active particle and its equivalent

counterpart. Figure 2.5b displays Etot as function of C rate, for the active material

LiNi0.6Mn0.2Co0.2O2 (NMC622) whose properties are [51] D1 = 4.3032 · 10−14 m2/s,

c1,max = 50451 mol/m3, D2 = 7.66 · 10−16 m2/s and r2 = 5 µm. For these parameter

values and for V1 = 0.8, 0.85 and 0.9, 1C rate corresponds to the current density
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Figure 2.5: (a) Temporal evolution of the ratio between the Li-ion fluxes through
the surface, r = r2, of the composite sphere and its homogenized counterpart with
D∗ in Eq. (2.50), J∗

dif/Jdif, for several volume fractions V1 and D2/D1 = 0.0178.
The elevated tick marks indicate the dimensionless intercalation delay time τ̃ =
(r2 − r1)

2D1/(D2r
2
2) = 0.706, 0.289 and 0.067 for V1 = 0.7, 0.8 and 0.9, respectively.

(b) The relative error in the prediction of Li-ion accumulation, Etot, obtained via our
homogenized solution. The error is plotted as function of C rate, for the active ma-
terial LiNi0.6Mn0.2Co0.2O2 (NMC622) with parameters [51] D1 = 4.3032 · 10−14 m2/s,
c1,max = 50451 mol/m3, D2 = 7.66 · 10−16 m2/s and r2 = 5 µm; and several values of
the volume fraction V1.

J = 1.8728 A/m2, 1.9458 A/m2 and 2.0298 A/m2, respectively. (These values of J are

obtained from Eq. (2.46) with t = 1 h and c1 = c1,max.) The corresponding delay times

are τ = 0.0466tmax, 0.0252tmax, and 0.0108tmax; in words, the delay time τ is orders of

magnitude smaller than the charging/discharging time tmax. This result demonstrates

the adequacy of our asymptotic (for large t) expression in Eqs. (2.50)–(2.54), since

the early time transient stage is negligible in the total charging/discharging process.

For C rates varying from 0.1C to 10C, the relative error in Li ion accumulation is

below 1%, which shows that the constant value of D∗ in Eq. (2.50) is valid for a wide

range of C rates.

The remaining equivalent parameters, k̃∗(t̃) = k∗(t̃)/k1 and c̃∗max(t̃) = c∗max(t̃)/c1,max,

computed numerically with Eq. (2.44) are displayed in Figure 2.6 for several volume

fractions V1. At early times, t̃ < τ̃ , Li ions diffuse from the electrolyte into the inactive
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Figure 2.6: Temporal evolution of (a) maximum Li concentration c̃∗max(t̃) =
c∗max(t̃)/c1,max and (b) reaction rate constant k̃∗(t̃) = k∗(t̃)/k1, for several volume
fractions of the active material, V1. The ratio between the diffusion coefficients of the
inactive and inactive materials is set to [32] D2/D1 = 0.0178. The elevated tick marks
indicate the dimensionless intercalation delay time τ̃ = (r2 − r1)

2D1/(D2r
2
2) = 0.706,

0.289 and 0.067 for V1 = 0.7, 0.8 and 0.9, respectively.

material, causing their concentration c̃2(r, t̃) to increase at both r = r1 and r = r2,

while the Li concentration in the active particle remains unchanged, c̃1(r, t̃) = 0.

Starting at the delay time t̃ = τ̃ , Li ion intercalate into the active material, increas-

ing c̃1(r1, t̃) linearly with time, while c̃2(r1, t̃) decreases and c̃2(r2, t̃) increases slowly

until reaching their steady-state values. This two-stage behavior translates into the

concomitant behavior of k̃∗(t̃) and c̃∗max(t̃) (Fig. 2.6). The time it takes these two

parameters to reach their asymptotes decreases with V1. For V1 = 0.99, the volume

fraction of the CBD phase is so small that c∗max ≈ c1,max, as expected; at the same

time, k∗ ̸= k1 because the intercalation surface r = r1, which separates the active

material and CBD in the composite sphere, is shifted to r = r2 and becomes an

interface between the equivalent homogeneous particle and the electrolyte.

The choice of a CBD material, as quantified by the value of its diffusion coefficient

D2, affects the intercalation delay time τ̃ , e.g., for V1 = 0.8, τ̃ = 0.289, 0.029 and

0.003 if D2/D1 = 0.0178, 0.178 and 1.78, respectively. Thus, the time it takes both
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Figure 2.7: Temporal evolution of (a) maximum Li concentration c̃∗max(t̃) =
c∗max(t̃)/c1,max and (b) reaction rate constant k̃∗(t̃) = k∗(t̃)/k1, for several values
of D2/D1. Volume fraction of the active material is set to V1 = 0.8. The elevated tick
marks indicate the dimensionless intercalation delay time τ̃ = (r2 − r1)

2D1/(D2r
2
2) =

0.289, 0.029 and 0.003 for D2/D1 = 0.0178, 0.178 and 1.78, respectively.

c∗max(t) and k∗(t) to reach their steady state decreases with D2 (Fig. 2.7). At the

same time, the steady-state values of these equivalent parameters are independent of

D2. Instead, in accordance with Eqs. (2.53) and (2.54), the steady-state limit of c∗max

varies linearly with V1 and that of k∗ as the power of V1.

2.6 Summary

Our study provides a quantitative assessment of the impact of CBD on the overall

ionic transport in a composite electrode. The latter was represented by a spherical

particle whose active-material core is coated with CBD. This composite sphere is re-

placed with its homogeneous counterpart, for which we derived equivalent electrical

conductivity, ionic diffusivity, and reaction parameters in the Butler-Volmer equation.

These equivalent characteristics are defined to ensure that the same mass and charge

enter the composite and homogenized spheres. They are expressed in terms of the
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volume fraction of the active material and transport properties of the active mate-

rial and CBD. In general, the equivalent effective diffusion coefficient and reaction

parameters are time-dependent and exhibit two-stage behavior characterized by the

reaction delay time; their determination requires numerical evaluation of the inverse

Laplace transforms. At later times, these characteristics are time-independent and

given explicitly by closed-form formulae. Our analysis leads to the following major

conclusions.

• Our model can be used to quantitatively assess the effects of CBD on ion trans-

port. For example, for a composite electrode with CBD’s volume fraction of 0.2

and the ratio between the diffusion coefficients of CBD and the active material

of 0.0178, ignoring the presence of CBD would overestimate the composite’s

diffusion coefficient by 163%.

• Our closed-form expressions for the equivalent diffusion coefficient and reaction

parameters yield accurate approximations of the key quantities of interest. For

example, when used to model of an NMC622 active particle coated with CBD,

they yield predictions of the Li-ion accumulation whose relative error is about

1%, for C rates ranging from 0.1C to 10C.

• The simplicity of these expressions facilitates their use in single- and multi-

particle representations of Li-ion and Li-metal batteries. This enables one to

use these cell-level models, while accounting for the presence of CBD and the

physicochemical characteristics of composite electrodes. This, in turn, facili-

tates the electrode design without resolving the complicated microstructure at

high computational cost.

In follow-up studies, we will conduct experimental validation of our model for

various active materials, incorporate it into cell-level simulations, and assess its accu-

racy in predicting cell voltage during discharge. Future extensions of our model will

incorporate the volume expansion of active particles and the transport properties of

gradient Li-rich oxide cathodes mixed with CBD.



Chapter 3

Impact of carbon binder domain

on the performance of

lithium-metal batteries

3.1 Abstract

Pseudo-2-dimensional models are routinely used to predict the lithiation curves for

energy storage devices, including lithium-metal batteries. The performance of such

models is as good as their parameterization, which remains a challenge especially in

the presence of carbon binder domain (CBD). We propose two alternative parameter-

ization strategies, which explicitly account for the CBD volume fraction and physical

properties. The first aggregates CBD with the electrolyte-filled pore space and ex-

presses the Bruggeman exponent in terms of a solution of microstructure-specific

closure problem. The second treats CBD and active particles as a composite solid

phase, whose effective properties are computed (semi-)analytically via homogeniza-

tion. We show that the latter strategy used to parameterize the Doyle-Fuller-Newman

model provides an attractive middle ground between the model complexity and the

prediction accuracy. Our modeling results suggest that the battery discharge time

decreases as either the CBD volume fraction increases or the CBD ionic diffusivity

decreases, and is insensitive to the CBD ionic conductivity. The quantitative nature

38
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of these observations can be used in the optimal design of porous cathodes.

3.2 Introduction

Porous materials play a central role in energy storage devices such as lithium-based

batteries. For example, the cathodes of both Li-ion and Li-metal batteries are typi-

cally composed of active porous materials (transition-metal oxide particles) [52], the

anode of a Li-ion battery is made of porous graphite [53], and a porous separator

is placed between the two electrodes. Pore-scale material properties, e.g., the size

and spatial arrangement of (transition-metal oxide) active material particles in an

electrode [54] or the columnized structure of a separator [17], can be used to optimize

the performance of a device. That is because such pore-scale characteristics control

device-scale transport of lithium ions, Li+, and, ultimately, battery performance and

aging.

Among other relevant pore-scale quantities, the so-called carbon binder domain

(CBD) [55, 22] is ubiquitous yet least studied. CBD refers to the mixed phase com-

prising carbon additives (e.g., carbon black) and a binder, which surrounds active

particles. It is routinely used to improve the electric conductivity and mechanical

stability of porous electrodes [56, 22]. Despite its benefits, CBD hinders the interca-

lation of Li+ from the electrolyte to the active particles by increasing the tortuosity of

diffusion pathways and reducing the active surface area, thus leading to performance

reduction, especially at high current [26, 27, 57]. Pore-scale heterogeneity of CBD

distribution also impacts a device’s overall performance [58].

Complexity of the fabrication process and challenges in tomographic imagining

of composite materials prevent the accurate characterization of the microstructure

of porous electrodes, undermining the ability to distinguish between different solid

phases and between the solid phase and the pore space. In particular, it is often dif-

ficult to distinguish between the pore space and CBD, which is virtually invisible in

tomographic scans [32]. Yet, this information is needed for pore-scale numerical simu-

lations of Li-metal batteries. That is why, despite advances in imaging techniques [59],
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pore-scale electrochemical simulations often rely on synthetically-enhanced realiza-

tions of the porous structure, which supplement the topology of the active material

from imaging with synthetic CBD configurations [60, 61, 51, 32]. The latter pro-

cess relies on morphological hypotheses about CBD distribution, e.g., assuming that

active particles are covered with a uniform CBD coat or prescribing irregular CBD

structures to reflect the possible tendency of CBD deposition to adhere to itself rather

than to an active material surface [62, 32].

Continuum-scale simulations of physicochemical processes in porous media both

obviate the need for this elusive information and significantly accelerate the com-

putation by averaging out the pore-scale variability and replacing various phases of

an electrolyte-filled porous material with a single continuum characterized by aggre-

gate properties such as porosity and tortuosity. [40, 63] The pseudo-two-dimensional

(P2D) models [37, 64] occupy the middle ground between these pore- and continuum-

scale simulation frameworks in that they retain a micro-scale description of transport

in the active solid-phase but represent the latter as an effective/equivalent sphere or

a collection of spheres. Like all effective/continuum-scale models, the P2D models

and their various simplifications [65] trade the high-fidelity of pore-scale simulations

for computational efficiency.

Current implementations of the P2D models lump the CBD phase with the electrolyte-

filled pore space and rely on empirical corrections of the tortuosity coefficient to ac-

count for the presence of CBD [31, 59]. In this setting, automated techniques [66] can

be used to estimate tortuosity from tomographic data; and its CBD-related correc-

tions can be constructed to account for, e.g., the overall porosity, the physics of CBD

deposition during fabrication, and the active particles’ geometry [31]. This procedure

relies on pore-scale simulations of solute transport in a representative elementary vol-

ume of the imaged porous material and, crucially, ignores transport properties (e.g.,

ionic diffusion coefficient and ionic conductivity) of the CBD phase.

To explicitly account for the physicochemical characteristics of the CBD phase,

we propose a parameterization of the P2D models that treats the two solid phases

(active material and CBD) as a single homogenized solid phase. That is in contrast to

the current approaches [31, 59] that aggregate the solid (CBD) and fluid (electrolyte)
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phases into an equivalent liquid phase. Our parameterization utilizes the homogeniza-

tion results [15] for a CBD/active-material spherical composite, which are based on

mass and charge conservation in the presence of ion intercalation into an active par-

ticle coated by CBD. The equivalent properties of this solid composite are expressed

in terms of the CBD volume fraction and transport properties of the active material

and CBD. Our parameterization strategy offers three practical benefits. First, by

relying on the readily available volume fraction rather than pore-scale topology, it

does not confront the above-mentioned limitations of electrode imaging; the latter

serve as raison d’être for the less intuitive parameterization strategies currently in

use. Second, our approach is significantly more computationally efficient than its

alternatives [31, 59], because it yields a (semi-)analytical parameterization without

resorting to pore-scale simulations that underpin the latter. Third, the dependence

of our results on the CBD volume fraction and properties of CBD and active material

facilitates the optimal design of battery electrodes.

We compare the performance of the two alternative parameterizations of widely

used P2D models—the Doyle-Fuller-Newman (DFN) model [37] and the multi-particle

DFN (mDFN) model [64]—and of their simplified version encapsulated in the single-

particle model [34] (SPM). In this comparison, the predictions of lithiation curves

derived from the pore-scale simulations of a porous cathode with given CBD mor-

phology [32] serve as “ground truth”.1 Our numerical experiments reveal the superior

performance of the DFN model with our parameterization. This model’s sensitivity

to variations in CBD properties and ease of use make it a viable tool for prediction

and design.

1The failure of P2D models to predict experimental lithiation curves at high C-rates has at
least two sources: the errors in material characterization and the questionable validity of multiple
approximations that underpin the upscaling (homogenization) of the underlying pore-scale models.
We focus on the latter source of prediction error by treating the pore-scale simulations as exact,
even when their predictions of lithiation curves differ from observations [32] due to errors in material
characterization and representation.
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3.3 Continuum-scale models

P2D models of a Li-metal battery describe the spatial variability of Li+ concentration

and electric potential in the through-cell (x) direction, neglecting their variability in

the transverse direction. Let us place the inner surface of a Li-metal anode at x = 0, so

that a separator of length Lsep occupies the interval 0 < x < Lsep and a porous cathode

of length Lcat lies in the interval Lsep ≤ x ≤ L, where L = Lcat + Lsep. Then the

device-scale spatiotemporal evolution of the Li+ concentration, ce(x, t), and electric

potential, φe(x, t), in the electrolyte satisfy the one-dimensional partial-differential

equations (PDEs)

∂ωce

∂t
=

∂

∂x

(
De

eff

∂ce

∂x

)
+ Ars

1 − t+

F
j, 0 < x < L, t > 0 (3.1a)

and

∂

∂x

(
Ke

eff

∂φe

∂x
+ κs

eff

∂ ln ce

∂x

)
+ Arsj = 0, 0 < x < L, t > 0. (3.1b)

Here, ω(x) is the porosity of the separator and cathode; De
eff and Ke

eff are, respectively,

the effective ionic diffusion coefficient and effective ionic conductivity in the electrolyte

in the presence of the porous material; Ars(x) is the specific reactive surface of the

cathode, i.e., Ars = 0 for 0 < x < Lsep; j(x, t) is the current density, with j = 0 for 0 <

x < Lsep; and the lumped parameter κs
eff = 2RTKe

eff(t+−1)λ/F is expressed in terms

of the effective ionic conductivity Ke
eff, the temperature T , the cation transference

number t+ (a given function of ce), the activity coefficient λ, and the gas (R) and

Faraday (F ) constants.

The P2D models also track the spatiotemporal evolution of Li+ concentration,

cs, and electric potential, φs, within the solid phase (active material) of the porous

electrode. In so doing, the solid phase with complex microstructure is replaced by a

collection of non-overlapping spheres of either identical radius Rs or various radii.2

2The former approach, the DFN model, implicitly assumes the cathode microstructure to be
uniform; the latter, the mDFN model [64], aims to capture heterogeneity of the cathode’s mi-
crostructure.



CHAPTER 3. PARAMETERIZATION OF P2D MODELS 43

In the former case, i.e., in the DFN model, the specific reactive surface Ars acquires a

simple expression Ars = 3(1−ω)/Rs; and the Li+ concentration, cs(r, t;x), and electric

potential, φs(r, t;x), vary in the radial (r) direction within the sphere according to

∂cs

∂t
=

1

r2
∂

∂r

(
Dsr2

∂cs

∂r

)
, 0 < r < Rs, t > 0, (3.1c)

and

σs
eff

∂2φs

∂x2
= Arsj, Lsep < x < L, t > 0, (3.1d)

where Ds is the diffusion coefficient for Li+ in the solid phase and σs
eff is the effective

conductivity of the solid phase in the porous cathode.

Processes in the electrolyte phase (Eqs. 3.1a and 3.1b) and the solid phase (Eqs. 3.1c

and 3.1d) are coupled due to ion intercalation at the solid/liquid interface. In the

DFN model, this interface is the surface of each solid sphere, r = Rs. Specifically,

under certain conditions, the Butler-Volmer equation,

j = 2Fk0
√

ce(x, t)cs(Rs, t;x)
√

csmax − cs(Rs, t;x) sinh

(
Fη

2RT

)
, Lsep ≤ x ≤ L,

(3.1e)

relates the current density j(x, t) in Eqs. 3.1a–3.1d to the Li+ concentrations and

electric potentials both in the electrolyte, ce(x, t) and φe(x, t), and on the active

material’s surface, cs(Rs, t;x) and φs(Rs, t;x). In this relation, k0 is the reaction rate

constant; csmax is the maximum concentration in the solid phase; η(x, t) = φs(Rs, t;x)−
φe(x, t) − Uocp is the cell overpotential; and the open circuit potential Uocp is a given

function of cs(Rs, t;x)/csmax. In the mDFN model, j(x, t) is averaged over the particle

size distribution.

SPM represents a reduced-complexity counterpart of the DFN model, which ne-

glects mass transport in the electrolyte. Instead of solving Eq. 3.1a, SPM assumes

the Li+ concentration in the electrolyte, ce, to be uniform.

Eqs. 3.1 are subject to initial and boundary conditions, which reflect a battery’s
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operating regime. To be concrete, we consider a battery with spatially uniform Li+

concentrations in the electrolyte and the solid phase, cein and csin, which gives rise to

the initial conditions

ce(x, 0) = cein, 0 < x < L; cs(r, 0) = csin, 0 < r < Rs. (3.2a)

To simulate a battery discharging with the constant discharge current density idis, we

impose the boundary conditions

−De
eff

∂ce

∂x
(0, t) =

1 − t+
F

idis,
∂ce

∂x
(L, t) = 0, t > 0; (3.2b)

−Ke
eff

∂φe

∂x
(0, t) − κe

eff

∂ ln ce

∂x
(0, t) = idis, t > 0; (3.2c)

Ke
eff

∂φe

∂x
(L, t) + κe

eff

∂ ln ce

∂x
(L, t) = 0, t > 0; (3.2d)

∂φs

∂x
(Lsep, t) = 0, −σs

eff

∂φs

∂x
(L, t) = idis, t > 0. (3.2e)

This formulation automatically satisfies the continuity conditions at the separator/electrode

interface, x = Lsep. Finally, the boundary conditions for the solid particles are

∂cs

∂r
(0, t;x) = 0, −Ds∂c

s

∂r
(Rs, t;x) =

j(x, t)

F
, t > 0, Lsep ≤ x ≤ L. (3.2f)

3.3.1 Alternative parameterizations of P2D models

The effective parameters De
eff, Ke

eff, and σs
eff in the P2D models can be related to

their counterparts in the corresponding free phase (the diffusion coefficients of Li+ in

a given electrolyte, De; and the ionic conductivities of the electrolyte and the solid

phase, Ke and σs) and the microstructure of the porous material via homogenization

[2, 40]. In lieu of such procedures, which can be computationally demanding, it is

common to deploy the Bruggeman relations, [2, 31, 40]

De
eff = ωbeDe, Ke

eff = ωbeKe, σs
eff = (1 − ω)b

s

σs, (3.3)
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where be and bs are the Bruggeman exponents, which are often set to 1.5.3

We consider two alternative strategies for incorporation of CBD into this param-

eterization of the P2D models. The currently used approach is to lump together the

electrolyte and CBD phases [31, 59]; consequently, we refer to it as the augmented

electrolyte (AE) parameterization. Our approach is to aggregate the two solid phases,

the active material and CBD, instead; we refer to it as the augmented material (AM)

parameterization. Our implementation of both strategies is detailed below.

AE parameterization. Combining the CBD phase with the electrolyte-filled pores

modifies the actual porosity of the cathode, ω. If the volume fraction of the active

material in the solid phase is v, then the resulting “lumped” porosity is ε = ω +

(1 − ω)(1 − v) and the volume fraction of the active material (the only remaining

solid phase) is 1 − ε. The simplest version of the AE parameterization of the P2D

models modifies the Bruggeman Eqs. 3.3 by replacing ω with ε, leaving the remaining

properties unchanged. This procedure ignores the physicochemical characteristics of

CBD, but can be enhanced to account for some of this information. [31, 59]

We also test a more elaborate way to compute the Bruggeman exponent be in

Eq. 3.3, which relies on pore-scale simulations of transport of a chemically inert

solute in a representative elementary volume (REV) of the porous cathode. [66] The

REV ΩREV of a three-dimensional porous material is a cube of length LREV that is

composed of the fluid phase (the electrolyte-filled pores) Ωe and the solid phase Ωs,

i.e., ΩREV = Ωe ∪ Ωs. In the AM parameterization, the “pore space” Ω = Ωe ∪ ΩCBD

comprises the electrolyte phase Ωe and CBD ΩCBD, while the solid phase is reduced to

the active material domain Ωam, such that ΩREV = Ω∪Ωam. The spatial distribution

of the solute concentration, c(y), within the pore space Ω is described by the three-

dimensional PDE

∇ · (D(y)∇c) = 0, y ∈ Ω, (3.4a)

3We choose the Bruggeman relations because of their widespread use in battery simulations, even
though more accurate and robust representations are available [40, 63]. This choice is sufficient to
demonstrate how our approach allows one to incorporate CBD into existing models, which might or
might not rely on the Bruggeman relations.
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that is subject to the boundary conditions along the surface ∂Ω bounding the pore

space Ω,

c(y ∈ ∂ΩL) = cL; c(y ∈ ∂ΩR) = cR; ∇c · n = 0, y ∈ ∂Ω/(∂ΩL ∪ ∂ΩR).

(3.4b)

The mass flux, −D∇c, is driven by the difference between the concentrations cL and

cR imposed at the two opposite (Left and Right) faces of the REV, ∂ΩL and ∂ΩR,

whereas no-flux boundary conditions are assigned to all other boundaries, identified

by the outward unit vector n. The tortuosity factor and, hence, the corresponding

Bruggeman exponent be are computed by equating the overall flux crossing the REV

and the equivalent homogeneous cube.
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c(y)

Figure 3.1: Face-Centered-Cubic arrangement of the active-material particles (Left)
and a representative solution, c(y), to the closure problem in Eq. 3.4 (Right), which
is used to calculate the Bruggeman exponent be. This solution corresponds to cL = 0
and cR = 1.

While one could use tomographic images to estimate ∂Ω [31, 61], for our purpose

it is sufficient to consider a porous cathode consisting of identical spheres arranged

into a Face-Centered-Cubic lattice (Figure 3.1); the radius of these spheres is selected

to achieve the prescribed porosity ε. Unlike the previous studies of this kind, we

explicitly account for the diffusive coefficient of CBD, DCBD, by letting the diffusion
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coefficient D(y) to vary in space:

D(y) =

De y ∈ Ωe

DCBD y ∈ ΩCBD.

The closure problem in Eq. 3.4 is solved once, at the beginning of the simulations,

to compute the Bruggeman exponent be. A representative solution of the closure

problem is shown in Figure 3.1.

AM parameterization. This new strategy leaves the electrolyte-filled pore space,

Ωe, untouched, while accounting for the composite nature of the solid phase, Ωs =

Ωam ∪ ΩCBD. A porous cathode is assumed to consist of active spherical particles

of radius Ram, which are coated with a CBD layer of thickness dCBD, such that the

volume fraction of active material in the solid phase is v = R2
am/(Ram + dCBD)2.

The effective (homogenized) physicochemical properties of the solid particle of radius

R̃s = Ram + dCBD are [15]

D̃s =

[
v2/3

Ds
+ 5

1− v

DCBD

(
(1− v1/3)2 + 3(v1/3 + 2)(1− v1/3)

2(1− v1/3)2 + 6v1/3
− 3(1− v1/3)2

1− v

)]−1

, (3.5a)

σ̃s =
2σsσCBD

σs(v−1/3 − 1)

1− v1/3(v1/3 + 1)2
+ 2σCBDv−1/3

, k̃0 = k0v
6/7

√
1 + 2v1/3

7 + 2v1/3
, c̃smax = csmaxv,

(3.5b)

c̃sin = csinv + cein(1− v). (3.5c)

These expressions are derived by ensuring that the mass and charge entering the

composite particle are the same as those entering the homogenized particle. They

are strictly valid for operating conditions under which the intercalation delay time

tdel = d2CBD/D
CBD is negligible. Otherwise, the constant homogenized parameters in

Eq. 3.5 should be replaced with their time-dependent counterparts; [15] we refer to

the approach that replaces the constant D̃s with D̃s(t) as the AM+ parameterization.

The AM parameterization of the P2D models, Eqs. 3.1–3.3, consists of replacing

Ds, σs
eff, k0, and csmax with their tilde-marked counterparts from Eq. 3.5.
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3.4 Numerical experiments

We conduct a series of numerical experiments to investigate the ability of the three

P2D models (DFN, mDFN, and SPM) with the two alternative (AE and AM) pa-

rameterizations to accurately predict the lithiation curves for LMBs. These curves

describe the temporal evolution of cell terminal voltage Ucell = ϕs(L, t) − ϕs(0, t),

where the reference potential ϕs(0, t) is set to 0 and the solid-phase potential ϕs(x, t)

for any x > 0, including x = L, is computed by solving Eqs.3.1–3.3.

Although our approach is general and applicable to any Li-ion or Li-metal battery,

we demonstrate it on a LMB with nickel manganese cobalt oxides cathode (NMC622),

carbon additives and polyvinylidene fluoride binder, and LiPF6 electrolyte [32]. The

electrochemical properties of this reference LMB [51, 32] are summarized in Table 3.1.

For these parameters, all three P2D models, i.e., Eqs. 3.1–3.3, are solved using the

open source software package Python Battery Mathematical Modelling (PyBaMM)

[67]; the software routines were modified to accommodate time- and radius-dependent

parameters; each subdomain (separator, porous electrode and particle) is discretized

with 40 elements. In the mDFN model, the active particles are assigned a lognormal

distribution with the mean and standard deviation from Ref. 32.

The three P2D models (DFN, mDFN, and SPM) with the two alternative (AE

and AM) parameterizations yield six alternative methods for computing the lithiation

curves; they are labeled Methods 1 through 6 in Table 3.2. The AE parameterization

can either use the standard/unmodified value of the Bruggeman exponent be = 1.5

or to estimate this value by solving the closure problem, Eq. 3.4; the latter approach

yields be = 2.67, as reported in Table 3.3 and referred to below as the AE+ parame-

terization. This closure problem is solved with the open source software package Fipy

[68] on the REV in Figure 3.1. The radius of the spherical particles forming the REV

is selected to match the experimentally measured porosity ω, and the pore space Ω is

discretized into 349522 elements using the open source software package GMSH [69].

The AM parameterization uses the volume fraction of active material in the solid

phase, v, and the transport properties of its two components (active material and

CBD) as inputs to calculate the effective properties of the single homogenized solid
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Table 3.1: Geometrical and electrochemical parameters used both in our analysis and
to construct the reference lithiation curves [51, 32]. The functional dependencies are
given in Section 4 of Ref. 51.

Porous electrode

Initial Li concentration [mol/m3] csin 18409.57
Maximum Li concentration [mol/m3] csmax 50451
NCM ionic conductivity [S/m] σs 2.8
CBD ionic conductivity [S/m] σCBD 0.0169
NCM ionic diffusivity [m2/s] Ds 4.3032 · 10−14

CBD ionic diffusivity [m2/s] DCBD 7.6597 · 10−16

Reaction rate constant [m2.5/s/mol0.5] k0 1.5228 · 10−11

Open circuit potential [V ] Uocp function of cs/csmax

Cathode thickness [µm] Lcat 59
Active material volume fraction in the REV [−] 1− ε 0.583
CBD volume fraction in the REV [−] (1− ω)(1− v) 0.112
Active particle representative radius [µm] Rs 7.84
Coefficient of variation of Rs [−] σr/R

s 0.46

Electrolyte (values at cein )

Initial Li+ concentration [mol/m] cein 1000
Ionic conductivity for Li+ [S/m] Ke 0.95; function of ce

Transference number [−] t+ 0.2527; function of ce

Diffusivity [m2/s] De 3.7621 · 10−10; function of ce

Activity term [−] λ 1.9865; function of ce

Separator

Thickness [µm] Lsep 100
Porosity [−] ωsep 0.5

Cell characteristics & operating conditions

Nominal cell capacity [mAh] Qnom 3.6192
Cell area [cm2] A 1.131
Applied current density [mA/cm2] idis {1, 3, 6, 12}
Temperature [K] T 298.15
Lower voltage cut-off [V ] Vlow 3.0
Upper voltage cut-off [V ] Vup 4.2
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Table 3.2: The three P2D models (DFN, mDFN, and SPM) with the two alternative
(AE and AM) parameterizations are denoted by Method 1–Method 6. The enhanced
versions of these parameterizations are denoted by the plus sign.

DFN mDFN SPM

AE parameterization Method 1 Method 3 Method 5
AE+ parameterization Method 1+ Method 3+ Method 5+
AM parameterization Method 2 Method 4 Method 6
AM+ parameterization Method 2+ Method 4+ −

Table 3.3: Modified (effective) values of the physicochemical properties from Table 3.1
resulting from the AE+ and AM parameterizations of the P2D models. The only
difference between the AE and AE+ parameterizations is that the former leaves the
Bruggeman exponent unchanged, be = 1.5.

AE+ AM

Porosity, ω (ε for AE) 0.417 0.305
Solid-phase volume fraction, 1 − ω (1 − ε for AE) 0.583 0.695
Volume ratio of active particle in solid phase, v 1 0.839

Solid-particle radius, Rs (R̃s) [µm] 7.84 8.31

Solid-phase diffusivity, Ds (D̃s) [m2/s] 4.303 · 10−14 1.954 · 10−14

Solid-phase conductivity, σs (σ̃s) [S/m] 2.8 0.364

Reaction rate, k0 (k̃0) [m2.5/s/mol0.5] 1.523 · 10−11 0.772 · 10−11

Maximum Li concentration, csmax (c̃smax) [mol/m3] 50451 42328
Cathode Bruggeman exponent be 2.67 1.5
Cathode Bruggeman exponent bs 1.5 1.5

phase (Table 3.3). The value of v is computed for the FCC periodic microstructure

of the porous electrode (Figure 3.1). While the representative active material ra-

dius Rs is kept unchanged, the CBD coating thickness dCBD and, hence, the radius

of the homogenized particle, R̃s, are computed to obtain the measured solid phase

volume fraction. The same effective parameters are retained also when considering a

distribution of particles in the mDFN model.

For reasons described in the Introduction, the lithiation curves obtained via pore-

scale simulations [32] serve as the ground truth that provides a baseline for the as-

sessment of the accuracy of the alternative parameterizations of the P2D models in
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Table 3.2. These simulations consist of numerical solution of the three-dimensional

mass and charge balance equations for the electrolyte-filled pore space and the ambi-

ent active material; an interfacial kinetics model couples these PDEs at the liquid-solid

interfaces. The simulations [32] are carried out for a hybrid porous microstructure,

in which a tomographically accurate active material geometry is enhanced by a syn-

thetically generated CBD phase with assigned volume fraction. Our P2D simulations

and their pore-scale counterparts are carried out for the same porosity, ω, and active-

material volume fraction, 1− ε; no fitting parameters are used to improve the match

between the P2D and pore-scale predictions of the lithiation curves.4

3.5 Results and Discussion

We use a series of numerical experiments to identify a Method, which yields the

most accurate approximation of the pore-scale estimate of the lithiation curves for

the LMB characterized by the parameter values in Table 3.1. In another set of

numerical experiments, we use this Method as a predictive tool to quantify the impact

of modifying CBD properties (the volume fraction and composition in Table 3.4) on

the overall cell performance.

3.5.1 Method verification

Figure 3.2 compares predictions of the lithiation curves obtained via the DFN model

with the alternative parameterizations from Table 3.2, for several values of the dis-

charge current density idis. Also shown in this figure are the lithiation curves com-

puted via the pore-scale simulations [32], which serve as the ground truth. Figure 3.2

reveals that the standard DFN parameterization (Method 1) fails to account for

4In lieu of performing pore-scale simulations, we use their output reported in Figure SI-1c from
Supporting Information in Ref. 32. This output is in the form of lithiation curves for four discharge
scenarios with increasing current density and corresponds to “Microstructure B”. The latter consists
of CBD-coated active particles and shares the same electrode thickness as the one utilized in our
P2D simulations. In Figure SI-1c, the terminal voltage Ucell is exhibited as function of transferred
charge C = idist [mAh/cm2]; to plot Ucell as function of time t, we divide transferred charge by the
current density idis corresponding to each C-rate scenario, i.e., t = C/idis.
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the CBD presence, whose impact increases with idis, consistently over-predicting the

LMB capacity. Both Method 1+ and Method 2 improve the prediction accuracy

at all tested discharge currents, with Method 1+ adequately representing the lithi-

ation curves throughout the discharge process. Method 2 accurately captures the

final discharge time for all idis, but over-estimates the voltage drop at early times.

That is because the AM parameterization in Eq. 3.5 ignores the pre-asymptotic time-

dependence of the effective coefficients, whose persistence increases with discharge

current; the time-to-asymptote is directly related to the intercalation delay time tdel

induced by the CBD phase, which increases with idis (Figure 3.2). When choos-

ing between Method 1+ and Method 2 it is worthwhile recognizing that Method

1+ requires the solution of a closure problem on a representative microstructure of

the porous electrode, while Method 2 utilizes the effective coefficients that can be

readily computed from the active material volume fraction in the solid phase v and

phase-specific transport properties.

Regardless of its parameterization (Methods 5 and 6), the SPM model yields pre-

dictions of the lithiation curves that are significantly less accurate than those obtained

via the corresponding DFN model (Methods 1 and 2), especially at higher C-rates

(Figure 3.3). The AE parameterizations of the SPM (Methods 5 and 5+) are insen-

sitive to the increased tortuosity caused by the CBD presence, since the assumption

of the spatially uniform Li+ concentration ce is blind to any changes in the effective

diffusion coefficient in the electrolyte phase, De
eff. This approximation becomes pro-

gressively less accurate as the discharge current density idis (C-rate) increases, i.e.,

when the availability of Li+ in the electrolyte plays a limiting role in the cell per-

formance. On the other hand, the AM parameterizations (Methods 6 and 6+) are

tailor-made for the SPM, since they capture the CBD-induced changes in the ac-

tive material properties. Method 6 yields accurate predictions of the total discharge

time for all discharge rates and, relative to Method 1, suffers less from the constant

coefficients parameterization (Eq. 3.5) at early times.

The lithiation curves predicted via the mDFN model with the alternative param-

eterization strategies (Methods 3 and 4 from Table 3.2) are exhibited in Figure 3.4.

The computation of the Bruggeman exponent be in Method 4+ is computationally
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Figure 3.2: Lithiation curves predicted by the DFN model with the alternative pa-
rameterizations from Table 3.2, for different discharge current densities idis. Also
shown in this figure are the lithiation curves computed via the pore-scale simulations
[32], which serve as the ground truth. The star indicates the intercalation time-delay
tdel. The parameter values used in these simulations are listed in Tables 3.1 and 3.3.
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Figure 3.3: Lithiation curves predicted by the SPM model with the alternative pa-
rameterizations from Table 3.2, for different discharge current densities idis. Also
shown in this figure are the lithiation curves computed via the pore-scale simulations
[32], which serve as the ground truth. The star indicates the intercalation time-delay
tdel. The parameter values used in these simulations are listed in Tables 3.1 and 3.3.
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demanding, since it involves the solution of the closure problem, Eq. 3.4, for each

realization of the particle radius drawn from a given distribution; consequently, we

do not implement it here. The AM parameterization (Method 4) has the biggest

impact on the predictions of the voltage drop at early times, especially for interme-

diate discharge currents. We posit that this is due to transport within large particles

(tail of the distribution), whose intercalation delay time tdel is of the same order of

magnitude as the discharge time. To confirm this hypothesis, we repeated the simula-

tions (not shown here) for a smaller standard deviation of particle sizes and observed

an improved agreement between the mDFN and pore-scale simulations. Overall, the

mDFN model does not significantly improve the prediction accuracy of the lithiation

curves in the presence of CBD, while increasing the computational time by more than

one order of magnitude relative to the DFN model.

The AM parameterization, Eq. 3.5, employs the asymptotic value of the semi-

analytical function D̃s(t); this asymptote is strictly valid for t > tdel and is used

for convenience. [15] To explore the impact of this procedure, we plot the lithiation

curves computed via the DFN (Figure 3.5) and mDFN (Figure 3.6) models with the

AM+ parameterization (Method 2+ and Method 4+ from Table 3.2, respectively).

Method 2+ provides more accurate predictions of the LBM discharge at early times

than Method 2 does, while displaying enhanced sharpness of the voltage profile at

the intercalation delay time tdel. The improvement is even more noticeable when

Method 4+ is used instead of Method 4. The increased accuracy of Methods 2+

and 4+ comes at the cost of the increased complexity in computing the time-varying

effective diffusivity D̃s(t) and the necessity to modify a P2D simulator to allow for

time-dependent parameterizations. We argue that Method 2 provides an attractive

balance between the computational complexity and the prediction accuracy.

3.5.2 Impact of CBD properties on cell performance

Having established the ability of the properly parameterized DFN and mDFN models

to accurately capture the impact of CBD on the lithiation curves for the previously

studied LMB [32], we proceed to use these models to forecast the performance of a
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Figure 3.4: Lithiation curves predicted by the mDFN model with the alternative
parameterizations from Table 3.2, for different discharge current densities idis. Also
shown in this figure are the lithiation curves computed via the pore-scale simulations
[32], which serve as the ground truth. The star indicates the intercalation time-delay
tdel. The parameter values used in these simulations are listed in Tables 3.1 and 3.3.
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Figure 3.5: Lithiation curves predicted by the DFN model with the AM and AM+
parameterizations (Method 2 and Method 2+ from Table 3.2, corresponding to the
constant and time-varying D̃s, respectively) for different discharge current densities
idis. Also shown in this figure are the lithiation curves computed via the pore-scale
simulations [32], which serve as the ground truth. The star indicates the intercalation
time-delay τdel. The parameter values used in these simulations are listed in Tables 3.1
and 3.3.
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Figure 3.6: Lithiation curves predicted by the mDFN model with the AM and AM+
parameterizations (Method 4 and Method 4+ from Table 3.2, corresponding to the
constant and time-varying D̃s, respectively) for different discharge current densities
idis. Also shown in this figure are the lithiation curves computed via the pore-scale
simulations [32], which serve as the ground truth. The star indicates the intercalation
time-delay τdel. The parameter values used in these simulations are listed in Tables 3.1
and 3.3.
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Table 3.4: Values of the effective parameters in Method 2.

CBD volume fraction, 1 − v
0 0.06 0.10 0.14

Porosity, ω [-] 0.417 0.357 0.317 0.277
Solid phase volume fraction, 1 − ω [-] 0.583 0.643 0.683 0.723

Solid particle reference radius, R̃s [µm] 7.84 8.1 8.27 8.42

Coefficient of variation, σR/R̃
s [-] 0.46 0.46 0.46 0.46

Solid-phase diffusivity, D̃s [10−14 m2/s] 4.303 3.158 2.177 1.549
Solid-phase conductivity, σ̃s [S/m] 2.8 0.596 0.398 0.302

Reaction rate, k̃0 [10−11 m2.5/s/mol0.5] 1.523 0.818 0.781 0.751
Maximum Li concentration, c̃smax [mol/m3] 50451 45759 43085 40663

cell utilizing different volume fractions and material properties of CBD. The effective

parameters for Method 2, computed via Eq. 3.5, are summarized in Table 3.4.

Figure 3.7 exhibits the lithiation curves for several CBD configurations predicted

via Method 2. Each of these configurations differs from the reference LBM properties

in Table 3.3 by a single CBD characteristic: the CBD volume fraction in the solid

phase 1 − v (Figure 3.7a), the CBD ionic conductivity σCBD (Figure 3.7b), and the

CBD ionic diffusivity DCBD (Figure 3.7c). The battery discharge time decreases as

either the CBD volume fraction increases or the CBD ionic diffusivity decreases, and

is insensitive to the ionic conductivity of CBD. The quantitative nature of these

observations can be used in the optimal design of porous cathodes.

3.6 Summary

P2D models are routinely used to predict the lithiation curves for energy storage de-

vices, including LMBs. The performance of such models is as good as their parame-

terization, which remains a challenge especially in the presence of CBD. We proposed

two alternative parameterization strategies, which explicitly account for the CBD

volume fraction and physical properties. The first (electrolyte-augmented parameter-

ization or AE+) aggregates CBD with the electrolyte-filled pore space and expresses

the augmented Bruggeman exponent in terms of a solution of microstructure-specific
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Figure 3.7: Lithiation curves for LMBs, whose porous cathode employs different CBD
configurations. Each of these configurations differs from the reference LBM properties
in Table 3.3 by a single CBD characteristic: the CBD volume fraction 1−v (top), the
CBD ionic conductivity σCBD (middle), and the CBD ionic diffusivity DCBD (bottom).
The corresponding model parameters are collated in Table 3.4. The discharge current
density is set to idis = 3 mA/cm2.
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closure problem. The second (active material-augmented parameterization or AM)

treats CBD and active particles as a composite solid phase, whose effective properties

are computed (semi-)analytically via homogenization. When applied to the three P2D

models (DFN, mDFN, and SPM), these parameterizations, and their enhancements,

give rise to Methods 1 – 6, whose labels are assigned in Table 3.2. We conducted a

series of numerical experiments that lead to the following major conclusions.

• Both AE+ and AM parameterizations of the three P2D models outperform their

currently used counterparts in terms of the prediction accuracy of the lithiation

curves at all C-rates considered.

• Regardless of its parameterization (Methods 5 and 6), the SPM yields pre-

dictions of the lithiation curves that are significantly less accurate than those

obtained via the corresponding DFN model (Methods 1 and 2), especially at

higher C-rates.

• The mDFN model provides a modest improvement in the prediction accuracy of

the lithiation curves in the presence of CBD, while increasing the computational

time by more than one order of magnitude relative to the DFN model.

• Increased accuracy of the transient parameterizations is balanced by the cost of

computing the time-varying effective diffusivity and the need to modify a P2D

simulator. Our AM parameterization of the DFN model provides an attractive

middle ground between the model complexity and the prediction accuracy.

• The battery discharge time decreases as either the CBD volume fraction in-

creases or the CBD ionic diffusivity decreases, and is insensitive to the CBD

ionic conductivity. The quantitative nature of these observations can be used

in the optimal design of porous cathodes.

The accuracy of the alternative P2D Methods discussed above is ascertained in

terms of their ability to match the lithiation curves predicted via the pore-scale sim-

ulations [32] for a given LMB microstructure. While we treat these pore-scale results

as ground truth, it is worthwhile mentioning that they depart from experimental
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data [32] at high C-rates. This suggests the need to construct more representative,

yet computationally tractable, alternatives to the currently used P2D models. Other

venues for future research are to study CBD morphologies other than a uniform CBD

coating of spherical active-material particles, and Li batteries other than NMC622

used here for demonstration purposes.



Chapter 4

Stability-guided strategies to

mitigate dendritic growth in

lithium-metal batteries

4.1 Abstract

Dendritic growth is a leading cause of degradation and catastrophic failure of lithium-

metal batteries. Deep understanding of this phenomenon would facilitate the design

of strategies to reduce, or completely suppress, the instabilities characterizing elec-

trodeposition on the lithium anode. We present a linear-stability analysis, which

utilizes the Poisson-Nernst-Planck equations to describe Li-ion transport and, cru-

cially, accounts for the lack of electroneutrality. This allows us to investigate the

impact of electric-field gradients near the electrode surface on both ion diffusion and

its anisotropy. Our analysis indicates that the use of anisotropic electrolytes (i.e., elec-

trolytes with anisotropic diffusion coefficients of the Li ions) and the control of the

local electric field can suppress dendritic growth of lithium metal. Specifically, changes

in the local electric field can be used to enhance the longitudinal (perpendicular to the

electrode) component of the cation diffusion coefficient tensor, which decreases the

maximum growth rate of the dendrites. Electrolytes with electric field-dependent dif-

fusion coefficients would reduce dendritic growth in small batteries, while anisotropic

63
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electrolytes (or separators with anisotropic pore structures or columnized membranes)

are appropriate for batteries of any size.

4.2 Introduction

Dendritic growth of lithium metal is a leading cause of degradation and catastrophic

failure of Li-metal batteries. Understanding the unstable dendrite growth during elec-

trodeposition, which has been observed in many experimental studies [70, 71, 72, 73],

is crucial to the design and safe operation of Li-metal batteries. Linear stability anal-

yses [74, 75, 76, 77, 78] can reveal important aspects of the dynamics associated with

these instabilities. Of direct relevance to our study are investigations of the possible

stabilizing effects of a negative background charge in porous media and of dependence

of the crystal grain size on duty cycle in pulse electroplating [79]. Linear stability

analyses of electrodeposition were also used to study the mechanical stabilization

effects of external pressure [80], elastic deformation [81] and electroconvection [82],

as well as other stabilization mechanisms such as thin-film piezoelectricity [83] and

superimposition of AC forcing on a base DC field [84].

These and other similar stability analyses rest on the assumption of local elec-

troneutrality. Although this simplification is adequate under normal operating condi-

tions, the deviation from electroneutrality can be significant when the applied current

is high [85]. Investigations of this regime [86, 73, 87], in which the cell overpotential

ranged between 1.9 V and 3.7 V, aim to understand Li-metal battery cycling perfor-

mance and dendrite growth on the fast-charging lithium-metal anode [86]. In such

an overlimiting regime, the electrode surface becomes highly unstable [88]. The lack

of electroneutrality implies the existence of an extended space-charge region [89] that

significantly affects ion transport in the entire system [90]. It affects transport prop-

erties of the electrolyte, such as possible anisotropy of ion diffusion and dependence

of the disparate diffusion coefficients of cations and anions on a strong electric field

gradient near the electrode surface.

Anisotropy of ion diffusion in the electrolyte may provide a means to control

dendritic growth of the lithium metal, because large gradients in the ion concentration
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parallel to the electrodes play a destabilizing role [91]. Dendrite formation and growth

can be suppressed either by using an anisotropic electrolyte [92] or by inducing the

anisotropy via application of an electric field, which engenders ionic drift diffusion and

changes the transport properties [93, 94]. Recent molecular dynamics simulations

[95, 96] also show that electric fields alter the diffusion coefficients of cations and

anions in the electrolyte and render them direction-dependent.

Motivated by these findings, we perform a linear stability analysis of electrodepo-

sition without resorting to the electroneutrality assumption. Our study extends the

stability analysis [88] to include the mechanisms by which a local electric field close

to the electrode surface alters ion diffusion and enhances its anisotropic behavior.

The base- and perturbed-state equations are solved numerically to compute the spa-

tial distributions of the electric potential, charge density, and Li-ion concentration.

These numerical solutions allow us to construct dispersion relations for the param-

eter space of interest. The comparison of the stability conditions with and without

the electric field effects identifies potential mechanisms for reducing, and even sup-

pressing, dendritic growth. In the vicinity of the electrode surface, larger values of

the applied electric potential magnify the impact of (potential-dependent) ionic dif-

fusivity on both the maximum growth rate and charge density. For example, the

maximum growth rate is about 24% smaller than its counterpart for the constant

isotropic diffusion coefficient.

4.3 Mathematical Formulation

We study electrodeposition on the lithium anode in a two-dimensional half-cell do-

main, Ω = Ωs ∪Ωf (Figure 4.1). The Li-metal electrode surface Γ(t), which separates

the Li-metal anode Ωs(t) from the liquid electrolyte Ωf(t), is initially located at x = 0.

A negative electrostatic potential, ϕe, is maintained on Γ(t); the electric potential at

the outer edge of the electrolyte (x = L) is fixed at 0. The initial concentration of

lithium cations, Li+, in the binary dilute electrolyte electrolyte is c0. At the electrode

surface, Γ, the cations, Li+, undergo a Faradaic reaction with electrons, e−, and re-

duce to Li atoms, Li+ + e− → Li, which are subsequently deposited on the electrode
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surface.

This deposition causes the Li-metal surface Γ(t) to change with time t. We study

this evolution in the two-dimensional Cartesian coordinate system spanned by the

orthogonal unit-vectors ex and ey, and represent the moving interface, Γ(t), by a

single-valued function h(y, t) such that h(y, 0) = 0 (Figure 4.1). Our focus is on the

stability of the electrodeposition, i.e., of the temporal evolution of h(y, t).
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Figure 4.1: Schematic representation of a two-dimensional half-cell domain Ω = Ωs ∪
Ωf. The interface between the Li metal, Ωs, and liquid electrolyte, Ωf, is denoted by
Γ. The coordinate system moves in the positive x direction with velocity U , which is
the average deposition rate on the electrode.

4.3.1 Governing equations

Under isothermal conditions and in the absence of a magnetic field, the state of an

immobile dilute electrolyte at any point x = (x, y)⊤ ∈ Ωf = {x : h(y, t) ≤ x ≤ L, 0 ≤
y ≤ B} and time t is defined by the concentrations (mol/m3) of cations, c+(x, t), and

anions, c−(x, t), and by the electric potential ϕ(x, t) (V). Spatial variability of these

three state variables induces mass fluxes of cations, J+(x, t), and anions, J−(x, t),

J± = −D±

(
∇c± +

z±c±F

RT
∇ϕ

)
, (4.1a)
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where D± are the diffusion coefficients (m2/s), whose tensorial nature accounts for

possible anisotropy; z± are the charge numbers (valences) of the cations and anions;

F is the Faraday constant (s·A/mol); R is the gas constant (J/mol/K); and T is the

temperature (K). Mass conservation in the electrolyte is described by the Nernst-

Planck equations,
∂c±
∂t

= −∇ · J±, x ∈ Ωf, t > 0. (4.1b)

The electric potential, ϕ, is governed by the Poisson equation,

−ϵ∇2ϕ = z+Fc+ + z−Fc−, x ∈ Ωf, t > 0, (4.2)

where ϵ is the absolute permittivity of the solvent (F/m).

The electrode’s surface Γ(t) is impervious to inert (non-reactive) anions, i.e.,

n · J− = 0, x ∈ Γ, t > 0, (4.3)

where n is the normal vector pointing outward from the electrolyte. The normal

component of the cation flux, J+, through this surface is balanced by the Faradaic

reaction Li+ + e− → Li such that

n · J+ = RLi, x ∈ Γ, t > 0, (4.4a)

where RLi is the rate of production of lithium atoms [79]. This condition is sup-

plemented with the minimum Li+ concentration condition at the electrode surface

[88]:

n · ∇c+ = 0, x ∈ Γ, t > 0. (4.4b)

The production rate RLi is given by the Butler-Volmer equation,

RLi = − k0
γts

[
exp

(
αan

zFηα + 2ωγκ

RT

)
− c+(x ∈ Γ, t)

cΘ+
exp

(
−αcat

zFηα + 2ωγκ

RT

)]
,

(4.5)

where k0 is the reaction rate constant (mol/m2/s); γts is the activity coefficient of the

transition state for the Faradaic reaction (−); z is the number of electrons involved
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in the electrode reaction; αan and αcat are the anodic and cathodic charge-transfer

coefficients, respectively (−); cΘ+ is the standard concentration; ω is the molar volume

of Li metal (m3/mol); γ is the isotropic surface energy of the Li metal (J/m2), and

κ(y, t) is the mean curvature of Γ(t) (m−1). The activation overpotential ηα(x ∈ Γ, t)

is defined as

ηα = ϕe − ϕ(x ∈ Γ, t) − EΘ, (4.6)

where EΘ is the standard electrode potential. We set γts = 1, αan = 1 − αcat, and

EΘ = 0. The interfacial current density I is related to the reaction rate RLi by

I = zFRLi. (4.7)

The boundary conditions on the moving interface Γ(t), Eqs. (4.3) and (4.4), are

supplemented with a kinematic condition that describes the spatiotemporal evolution

of Γ. The normal-vector n(y, t) and mean curvature κ(y, t) of Γ are expressed in terms

of the derivatives of h(y, t) as [88]

n =
1√

1 + (∂yh)2

(
−1

∂yh

)
, κ = −1

2

∂2
yh

[1 + (∂yh)2]3/2
. (4.8)

The rate of change of Γ(t), or equivalently of h(y, t), is given by the current into the

anode [88, 79],

ex · n
∂h(y, t)

∂t
= −ωI

zF
. (4.9)

The boundary conditions on the remaining segments of the computational domain

Ωf are

ϕ = 0, c+ = c0, c− = c0, for x = L; (4.10a)

∂ϕ

∂y
= 0,

∂c+
∂y

= 0,
∂c−
∂y

= 0, for y = 0 and B. (4.10b)

The boundary conditions at x = L reflect an assumption that small (magnitude ε)

perturbations of the anode surface do not affect the ion concentrations the half-cell

distance away; this assumption is effectively enforced in the full-cell linear stability
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analyses[88, 79] that impose identical perturbations on both cathode and anode (Fig-

ure 4.8 provides a comparison of our results with those reported in Ref. 79). The last

three boundary conditions in Eq. (4.10) imply that the horizontal surfaces, y = 0 and

B, are electrically insulated and impermeable.

4.3.2 Diffusivity alteration by electric field

The presence of an electric field, E = (Ex = −∂xϕ,Ey = −∂yϕ)⊤, alters the dif-

fusion coefficients of cations and anions, D±, rendering them direction-dependent,

D± [95, 96]. Both the magnitude of the diffusion coefficients and the degree of their

anisotropy increase with the magnitude of Ex or Ey. We adopt the exponential model

derived from the molecular dynamics simulations of 1M solution of LiPF6 in ethylene

carbonate [95],

D± = Dref
±

(
eb±|Ex| 0

0 eb±|Ey |

)
= Dref

±

(
eb±∂xϕ 0

0 eb±∂yϕ

)
. (4.11)

where Dref
± are the isotropic diffusion coefficients of cations and anions when |E| = 0,

and the fitting parameters b± (m/V) account for the strength of the electric field.

Like many others, our model of dendritic growth, Eqs. (4.1)–(4.10), rests on the

dilute-solution formulation. Measurements of the activity coefficient for LiPF6 in

PC/EC/DMC for a wide range of concentration (up to 4M) found it to be close

to 1 for concentrations up to 1M [97], indicating that the dilute formulation holds.

This finding is seemingly contradicted by the study [98] that found the solutions of

LiPF6 in PC/EC/EMC for the concentration range 0.0625–1M not to be “dilute”;

yet, it showed that the dilute-solution model of these solutions overestimates the

specific energy of a lithium-ion cell by only 0.6%. Be that as it may, our analysis can

accommodate other dependencies of D± on E, and the one in Eq. (4.11) is used for

the sake of concreteness.
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4.4 Linear Stability Analysis

Linear stability analysis is performed by applying a small perturbation, ε exp(wt +

iky), to a one-dimensional steady-state base state, h(0)(t) ≡ Ut, ϕ(0)(x) and c
(0)
± (x).

Here, ε is the small dimensionless parameter, w is the growth rate (1/s), k is the

wave number (1/m), and i2 = −1. The electrodeposition process is unstable if the

perturbations grow with time, i.e., if w > 0. The goal of a stability analysis is to

express w in terms of the physical properties of the electrolyte and the anode.

To facilitate this analysis, we rewrite (4.1)–(4.11) in terms of dimensionless vari-

ables

x̃ =
x

L
, ỹ =

y

L
, t̃ =

tDref
+

L2
, c̃± =

c±
c0

, ϕ̃ =
Fϕ

RT
, h̃ =

h

L
, Ũ =

UL

Dref
+

,

D̃± =
D±

Dref
+

, b̃± =
RTb±
FL

, λ̃2
D =

RTϵ

2L2F 2c0
, Ca =

ωγ

RTL
, R̃Li =

LRLi

Dref
+ c0

.

(4.12a)

The corresponding dimensionless parameters describing the perturbation of the anode

surface, Γ, are

k̃ = kL, w̃ =
L2w

Dref
+

. (4.12b)

The dimensionless Li production rate R̃Li and interfacial current density Ĩ are

R̃Li = −k̃0e
−αcat(zη̃α+2ω̃κ̃)

[
ezη̃α+2Caκ̃ − c̃+

c̃Θ+

]
, Ĩ =

I

Ilim
=

zR̃Li

2
, (4.12c)

where

k̃0 =
Lk0

Dref
+ c0γts

, η̃α =
Fηα
RT

, κ̃ = Lκ, c̃Θ+ =
c̃Θ+
c0

, Ilim =
2FDref

+ c0
L

. (4.12d)

Unless specified otherwise, all the quantities discussed from here on are dimensionless,

even though we drop the tildes to simplify the notation. In a linear analysis, the

electrode surface height, h(y, t), and the state variables ϕ(x, y, t) and c±(x, t) are
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written as

h(y, t) = h(0)(t) + εh(1)ewt+iky (4.13)

ϕ(x, t) = ϕ(0)(x) + εϕ(1)(x)ewt+iky (4.14)

c±(x, t) = c
(0)
± (x) + εc

(1)
± (x)ewt+iky, (4.15)

where the constant h(1) and the functions ϕ(1) and c
(1)
± are the first-order (in ε) cor-

rections. Then, the interfacial conditions (4.3)–(4.11) are expanded in Taylor series

around the leading-order interface h(0), which is moving with the constant velocity

U = dh(0)/dt = −ωR
(0)
Li ; e.g., ϕ(x ∈ Γ, t) ≈ ϕ(h(0), y, t) + . . . . Finally, the terms

of equal power of ε are collected to specify boundary-value problems (BVPs) for the

base state (of order ε0) and the first-order correction (of order ε). These calculations

are reported in the Appendix; the BVP for the base-state variables c
(0)
± (ξ) and ϕ(0)(ξ)

consists of Eqs. (A.7) and (A.8), and the BVP for the perturbed-state variables c
(1)
± (ξ)

and ϕ(1)(ξ) comprises Eqs. (A.9) and (A.10). Both BVPs are written in the moving

coordinate system (ξ ≡ x + ωR
(0)
Li t, y)⊤.

The base-state Eqs. (A.7) and (A.8) are solved numerically with the Matlab func-

tion bvp4c to obtain c
(0)
± (ξ), ϕ(0)(ξ), and their first- and second-order derivatives.

These are then used as coefficients in the perturbed-state Eqs. (A.9) and (A.10);

the numerical solution is obtained [79] by employing a second-order finite-difference

scheme and solving the resulting generalized eigenvalue problem with the Matlab

function eigs.

4.5 Results and discussion

The parameters used in our simulations are presented in Table 4.1. We start by

computing the base-state solution for constant isotropic diffusion coefficients, D±,

(i.e., for Eq. (4.11) with b± = 0) for a wide range of the applied electric potential ϕe.

Figure 4.2 shows the concentrations of cations, c̃
(0)
+ , and anions, c̃

(0)
− ; the charge density

ρ̃
(0)
e = c̃

(0)
+ − c̃

(0)
− ; and the electric potential ϕ̃(0). These dimensionless quantities are

computed for the half-cell length L = 5 µm, which corresponds to the limiting current
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Table 4.1: Parameters used in the simulations.
Parameter Symbol Value Units Ref
Half-cell length L 0.5, 5, 50 µm 88
Cation diffusivity without electric field Dref

+ 1.61 · 10−11 m2/s 99
Anion diffusivity without electric field Dref

− 3.91 · 10−11 m2/s 99
Exponent in cation diffusion tensor b+ 2.31 · 10−9 m/V 95
Exponent in anion diffusion tensor b− 2.49 · 10−9 m/V 95
Temperature T 298.15 K
Molecular weight of lithium metal M 6.941 g/mol 100
Density of lithium metal ρ 0.534 g/cm3 100
Li+ bulk concentration c0 1000 mol/m3

Standard concentration cΘ 1000 mol/m3

Standard electrode potential EΘ 0 V
Dielectric constant ϵ/ϵ0 90 - 101
Vacuum permittivity ϵ0 8.854 · 10−12 F/m 102
Reaction rate constant k0 2.7 · 10−3 mol/(m2· s) 103
Surface energy of metal/electrolyte interface γ 1 J/m2 76
Activity coefficient of the transition state γts 1 -

density Ilim = 2FDref
+ c0/L = 62.1 mA/cm2. For small values of the applied potential,

ϕe = −0.1 V, the base-state current density I(0) is smaller than Ilim, the cations at

the electrode surface are not depleted, and electroneutrality holds throughout the

simulation domain. On the other hand, for large ϕe when I(0) reaches Ilim, the Li-

cation concentration c
(0)
+ (ξ) is approximately zero near the electrode surface and local

electroneutrality is violated within the boundary layer, 0 ≤ ξ̃ ≤ 0.02; for L = 5 µm,

its width is 0.02 · 5 = 0.1 µm. Figure 4.2 also shows that higher values of the applied

potential ϕe induce larger values of the electric potential gradient, ∂ξϕ
(0), near the

electrode surface.

In accordance with Eq. (4.11), the electric field E = −∇ϕ gives rise to anisotropic

ionic diffusion. Since for the base state E(0) = (−j
(0)
ϕ , 0)⊤, the leading-order approxi-

mations of the principal components of the diffusion tensor D
(0)
± in Eq. (A.1) become

D±
xx = Dref

± exp(b±j
(0)
ϕ ) and D±

yy = Dref
± , i.e., the diffusion anisotropy manifests itself

in the boundary layer adjacent to the electrode. Figure 4.3 shows the spatial extent

of this region for half-cell lengths L = 0.5 and 5 µm. Both the anisotropy ratio

D+
xx/D

+
yy and the boundary-layer width increase as L decreases, or ϕe increases, with
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Figure 4.2: Spatial profiles of the base-state cation, c̃
(0)
+ , and anion, c̃

(0)
− , concentra-

tions; electric potential ϕ̃(0); and charge density ρ̃
(0)
e for L = 5 µm, ϕe = −0.1 V or

−1 V, and constant diffusion coefficients D± = Dref
± .
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the longitudinal diffusion coefficient D+
xx being up to 12% larger than its reference

value Dref
+ for L = 0.5 µm and ϕe = −3.5 V.
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Figure 4.3: Spatial profiles of the normalized longitudinal diffusion coefficient,
D+

xx/D
ref
+ in Eq. (A.1), for L = 0.5 and 5 µm and several values of ϕe.

Next, we investigate the impact of the electric field-dependence of ion diffusion on

electrodeposition. Specifically, we compare the base-state charge density ρ̃
(0)
e and the

perturbed-state growth rates w̃ alternatively computed with either constant diffusion

coefficients Dref
± or field-dependent diffusion coefficients D± in Eq. (A.1). When the

applied electric potential is small (ϕe = −0.1 V) the dependence of the diffusion coef-

ficients on the electric field has negligible effect on the charge density ρ̃e (Figure 4.4).

This is because in this regime the electric field E is approximately zero (Figure 4.2).

Higher values of the applied electric potential (ϕe = −2.5 and −3.5 V) produce the

boundary layer within which the electrolyte is not eletroneutral, E > 0, the diffusion

anisotropy increases in accordance with Eq. (A.1), and the base-state charge density

ρ̃
(0)
e near the electrode surface decreases relative to that predicted for the constant

diffusion coefficient.

These relatively small and localized changes in electroneutrality (Figure 4.2) and

charge density (Figure 4.4) have significant impacts on the dendrite growth rate w̃

when the applied electric potential ϕe becomes large (Figure 4.5). For small ϕe,

i.e., for underlimiting current (I(0) < Ilim), the growth rate w̃ is negative for all

wavenumbers k̃ > 0. This means that the electrode surface growth is unconditionally
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Figure 4.4: Spatial profiles of base-state charge density ρ̃
(0)
e computed with either

constant diffusion coefficients Dref
± or electric field-dependent diffusion coefficients

D± in Eq. (A.1), for L = 0.5 µm and several values of ϕe.

stable, i.e., a small initial perturbation of the surface geometry decays with time,

regardless of whether or not the diffusion tensor D± depends on the electric field E.

For larger ϕe (overlimiting current, I(0) > Ilim), the growth rate w̃ is positive within

a certain range of k̃, where the surface growth is unstable and dendrites develop.

The dispersion relation w̃ = w̃(k̃) exhibits non-monotonic behavior: w̃ increases from

zero at k̃ = 0 to its maximum value of w̃max at k̃max wherein the electrode surface

growth is maximally unstable; further increase of k̃ causes the positive growth rate w̃

to decrease until it reaches 0 at a critical wavenumber k̃cr at which point the electrode

surface is marginally stable. For k̃ > k̃cr, the growth rate w̃ becomes negative, and

surface energy stabilizes the electrode surface growth. The surface energy term Ca k̃2
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in Eqs. (A.9)–(A.10) comprises the surface curvature κ(1) ∝ k2 and the surface energy

γ. This term has a stabilizing effect on the surface growth at large k̃ by imposing

an energy penalty on the creation of additional surface area. The difference between

the dispersion relations w̃ = w̃(k̃) corresponding to constant diffusion coefficients Dref
±

and their electric field-dependent anisotropic counterparts D± increases with ϕe. For

ϕe = −3.5 V, the use of Dref
± instead of D± would overestimate w̃max by 24%, while

kcr remains virtually unchanged.
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Figure 4.5: Dispersion relations w̃ = w̃(k̃) computed with either constant diffusion
coefficients Dref

± or electric field-dependent diffusion coefficients D± in Eq. (A.1), for
L = 0.5 µm and several values of ϕe.

In another set of numerical experiments, we study how the half-cell length L

affects the stability of the electrode interface growth. Figure 4.6 shows the dispersion

relations w̃ = w̃(k̃) corresponding to constant isotropic diffusion coefficients Dref
± and
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the electric field-dependent diffusion tensors D±, for L = 5 µm (although not shown

here, we have observed the same trend for L = 50 µm). The maximum growth

rate w̃max increases with L, which is in agreement with the previous study [88]. The

impact of the electric field-dependency of the diffusion coefficient on the dispersion

relation w̃ = w̃(k̃) decreases with L. That is because the change in D̃±
xx is confined to

the boundary layer adjacent to the electrode, and the width of this layer as a small

fraction of the total cell decreases with L (Figure 4.3).

Firefox file:///Users/dmt/Desktop/figures/fig6/w_L_5_phi_-2.5.svg

1 of 1 6/2/22, 5:26 PM

Firefox file:///Users/dmt/Desktop/figures/fig6/w_L_5_phi_-3.5.svg

1 of 1 6/2/22, 5:26 PM

Firefox file:///Users/dmt/Desktop/figures/fig6/w_L_5_phi_-1.svg

1 of 1 6/2/22, 5:26 PM

Firefox file:///Users/dmt/Desktop/figures/fig6/w_L_5_phi_-0.1.svg

1 of 1 6/2/22, 5:25 PM

Figure 4.6: Dispersion relations w̃ = w̃(k̃) computed with either constant diffusion
coefficients Dref

± or electric field-dependent diffusion coefficients D± in Eq. (A.1), for
L = 5 µm and several values of ϕe.

The local electric field impacts ion diffusion in two ways: it alters the magnitude

of the ionic diffusion coefficients and enhances their anisotropic nature. To isolate

the contribution of each factor, we conduct two sets of numerical experiments. In
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the first, we simulate electrolytes with isotropic diffusion coefficients D± = Dref
± ; with

D± = 1000Dref
± ; and with the anion diffusivity D− = Dref

− and the cation diffusivity

D+ = 1000Dref
+ . Although not shown here, we found that modifying D− has no effect

and modifying D+ has a negligible effect on the dispersion relations in Figures 4.5

and 4.6.

The second set of experiments deals with the stability analysis for electrolytes

with constant anisotropic diffusion coefficients,

D± =

(
D±

xx 0

0 D±
yy

)
. (4.16)

where D±
xx and D±

yy are the constant diffusion coefficient components in the principal x

and y directions. The resulting base-state and perturbed-state equations are derived

in the Appendix. We found the anisotropic behavior of the anion diffusion coefficient

D− to have no impact on the interfacial dynamics, so we only present results for

different anisotropy ratios of the cation diffusion coefficient D+. The use of D± from

Eq. (4.16) rather than from Eq. (4.11) does not change the base-state dynamics, which

is governed by Eqs. (A.7) and (A.8). The perturbed-state equations are reported in

the Appendix. Figure 4.7 exhibits the dispersion relations w̃ = w̃(k̃) corresponding

to the constant isotropic diffusion coefficients Dref
± and to the constant anisotropic

diffusion coefficients D+
xx = Dref

+ , D−
yy = D−

xx = Dref
− and two values of D+

yy. The

maximum growth rate w̃max increases by about 70% or 60% when D+
yy doubles from

Dref
+ to 2Dref

+ , for ϕe = −3.5 V and L = 0.5 µm or L = 5 µm, respectively. Enhancing

cation diffusion in the direction parallel to the electrode surface (y) decreases the

maximum wavenumber k̃max, while the critical wavenumber k̃c remains unchanged.

This finding is in agreement with the numerical simulations of dendrite growth [92]. It

is worthwhile contrasting this behavior with that of surface growth in reactive flows

[104, 105, 106, 107], in which increasing the transverse component of the diffusion

coefficient tensor stabilizes the interface.

Our stability analysis follows the large body of literature [76, 108, 109, 78, 88, 82] in

assuming the base state to be stationary. The transient base-state analysis [79] reveals

this assumption to have no effect on the dispersion relation w = w(k) when the current
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density I is much smaller than the limiting current Ilim (Figure 4.8).The importance

of the transient base state becomes more pronounced in the over-limiting regime,

I > Ilim, (see Figure 5 in Ref. 79). However, in this regime the electroneutrality

assumption, which underpins the stability analysis in Ref. 79, no longer holds. In a

follow-up study, we will extend our analysis to account for the transient base state.
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Figure 4.7: Dispersion relations w̃ = w̃(k̃) computed with either constant isotropic
diffusion coefficients Dref

± or constant anisotropic diffusion coefficients D+
xx = Dref

+ ,
D−

yy = D−
xx = Dref

− and two values of D+
yy. Other parameters are set to ϕe = −3.5 V

and to either L = 0.5 µm or L = 5 µm.

4.6 Summary

To identify possible mechanisms for control of dendrite growth in Li-metal batteries,

we conducted a linear stability analysis of electrodeposition onto the electrode surface.

The analysis employs the Poisson-Nernst-Planck equations coupled with the Butler-

Volmer kinetics to describe electrodeposition. we do not invoke the assumption of

electroneutrality, which is known to break down in the boundary layer adjacent to

the electrode surface. Accounting for gradients in the charge distributions allowed us

to investigate the stabilizing effects of electric field-dependent anisotropic diffusion of

ions on dendritic growth of Li. Our analysis leads to the following major conclusions.

• Electric field-dependent anisotropic diffusion reduces both charge density close
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Figure 4.8: Dispersion relations w̃ = w̃(k̃) alternatively predicted with the steady-
state and transient base-state solutions. The latter is obtained by extracting the data
from Figure 2 in the Supplementary Material for Ref. 79.

to the electrode surface and the maximum growth rate of dendrites relative to

the values of their counterparts for constant isotropic diffusion.

• This effect is most pronounced for large values of the applied electric potential

ϕe and small half-cell lengths L, e.g., the maximum growth rate is reduced by

about 24% when ϕe = −3.5 V and L = 0.5 µm. Hence, the impact of electric

field on ionic diffusion cannot be ignored for batteries with ultra-thin separators.

• The local electric field affects ion diffusion and the stability of electrodeposi-

tion by altering the diffusion coefficient values and by enhancing the degree

of anisotropy. An interplay of these two mechanisms can be used to suppress

dendritic growth in Li-ion and Li-metal batteries.

Our findings suggest new strategies for the electrolyte design, i.e., for the optimal

selection of solvent and salt and for the tuning of the ionic concentration of solution.

Such a design would be informed by the degree to which the electric field affects

the electrolyte’s transport properties and anisotropic behavior and, ultimately, the

dendritic growth. An optimal electrolyte (with additives) would exhibit a strong

response to the local electric field in a way that increases the cation diffusion coefficient

in the direction perpendicular to the electrode surface.
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Another design strategy for the suppression of dendrite growth, suggested by our

analysis, is to use anisotropic electrolytes, e.g., liquid crystals, liquid-crystalline physi-

cal gels etc., or separators with anisotropic pore structures or columnized membranes.

As a dendrite suppression strategy, electrolytes with electric field-dependent diffusion

coefficients are appropriate for small batteries, while anisotropic electrolytes reduce

dendritic growth in batteries of any size.

Although our linear stability analysis reveals the role of key parameters in den-

drite initiation, it does not describe subsequent dendritic growth. The latter requires

a numerical solution of surface-evolution equations. In follow-up studies, we will

model the dynamics of dendritic growth by solving the nonlinear phase-field equa-

tions [110, 111] and compare this solution with the predictions of our linear stability

analysis. We also plan to compare the advantages and disadvantages of commonly

used commercial liquid electrolytes [112] and to investigate the effects of coating on

the dendritic growth of the solid electrolyte surface. The former study would require

electrolyte-specific experimental data on the dependence of ionic diffusion coefficients

on applied electric field, while the latter analysis will be facilitated by an effective-

medium representation [15] of the composite solid electrolyte.

Finally, it is worthwhile emphasizing that our analysis ignores several interfacial

phenomena on the anode, which are of potential relevance to Li-dendrite initiation and

growth. These include Li-solvation/desolvation and their impact on the formation of

solid electrolyte interface [113, 114]. Accounting for these processes is another fruitful

venue for future research.



Chapter 5

Screening of electrolyte-anode

buffers to suppress lithium

dendrite growth in all-solid-state

batteries

5.1 Abstract

Dendritic growth of lithium (Li) metal is a leading cause of degradation and catas-

trophic failure of all-solid-state batteries (ASSBs) with Li anode. Insertion of a buffer

layer between the Li-metal and the solid electrolyte is known to ameliorate this phe-

nomenon; yet the identification of an optimal buffer material, and the design of ASSBs

that can be manufactured at scale, remains elusive and largely driven by trial-and-

error experimentation. Our analysis seeks to accelerate the buffer-materials discovery

by elucidating the conditions under which the buffer’s presence stabilizes electrode-

position on the Li anode in ASSBs. The analysis quantifies the interfacial instability

associated with dendrite formation in terms of the battery’s operating conditions

and the electrochemical and physical properties of the buffer material and solid elec-

trolyte. The model predicts that, among several prospective buffer materials, Ag, Al,

82
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Sn and antiperovskite super ionic conductor, Li3S(BF4)0.5Cl0.5, are effective in stabi-

lizing electrodeposition and suppressing dendrite growth. Our model’s predictions of

the dendrite suppression abilities of different buffer materials are consistent with the

published experimental findings. The model can be used to guide experimental and

computational discovery of new buffer materials that match a particular electrolyte.

5.2 Introduction

All-solid-state lithium-metal batteries (ASSBs) hold the promise of becoming the

next-generation safe, high-capacity power source for electric vehicles. In ASSBs, the

flammable organic liquid electrolyte currently used in lithium-ion and lithium-metal

batteries is replaced with either an organic solid polymer electrolyte or an inorganic

solid ceramic/glass electrolyte. Solid ceramic electrolytes, such as the garnet-type

Li7La3Zr2O12 (LLZO) [115], have attracted a lot of attention due to their superior

ionic conductivity, high mechanical strength, and chemical stability with respect to

lithium (Li) metal. However, their widespread adoption is impeded by manufacturing

challenges and poor electrode/electrolyte interfacial contact. Crucially, formation and

growth of Li dendrites are the leading causes of ASSB degradation [116, 117], just as

they are for Li-metal batteries.

Proposed strategies for suppression of Li-dendrite growth in ASSBs include use of

single-crystal solid ceramic electrolytes, fabrication of pallets with high density and

few defects, development of composites combining a solid ceramic electrolyte with

a self-healing polymer, and optimization of the Li-metal (Table 1 in Ref. 118). Our

study focuses on arresting the Li-dendrite initiation by stabilizing the Li-metal/electrolyte

interface [118]. This goal is accomplished by introducing a buffer layer between

the Li-metal electrode and the solid ceramic electrolyte. For example, the place-

ment of an aluminium (Al), silicon (Si), germanium (Ge), aluminium oxide (Al2O3),

lithium nitride (Li3N), or Li-rich anti-perovskite (Li3OCl) buffer layer between Li-

metal and garnet electrolyte has been shown experimentally to prevent dendrite

growth [118]. In the same vein, an electronic-insulating lithium fluoride (LiF) in-

terfacial layer has been shown to facilitate the physical contact between Li-metal and
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LLZTO (Li6.4La3Zr1.4Ta0.6O12) electrolyte and promote uniform Li-plating/stripping

[119]. The same positive outcome is achieved by either screen-printing silver (Ag) on

the garnet electrolyte of an ASSLB [120], or silver-coating the Li-metal surface of a

Li-metal battery [121]. Both approaches result in stable Li-plating/stripping profiles

at different current densities.

Most of the experimental exploration of potential buffer materials is chemistry-

driven and uninformed by quantitative predictions of Li-ion (Li+) transport and elec-

trochemical transformations in the solid ceramic electrolyte and the buffer. The-

oretical and computational work on this subject is scarce [15, 16]. It includes a

physics-based model of the electrochemical potential in an ASSB, which accounts for

mixed ionic and electronic conduction through the solid electrolyte and buffer layer,

but neglects interface resistances and resulting electrode overpotentials [122]. An

example of statistical models is a computational screening of over 12,000 inorganic

solids, in which machine learning techniques are used to correlate the stability of elec-

trodeposition to various mechanical properties of solid electrolytes [123]. Statistical

studies of this kind provide little physical insight that can inform materials or battery

design.

We fill this void by presenting a mathematical model of electrodeposition on the

Li anode in ASSBs with a buffer layer between the Li anode and the solid ceramic

electrolyte. The model describes Li+ transport in the electrolyte and the buffer,

in the presence of an interfacial charge-transfer reaction. We analyze two kinds of

buffer material: electronic conductors (e.g., Al and Ag) and electronic insulators (e.g.,

Al2O3, Li3N, Li3OCl and LiF); buffers composed of semiconductors (e.g., Si and Ge)

are left for future study. Conditions favorable to the onset of dendritic growth or,

conversely, to its suppression are established by means of a linear stability analysis

of this model.

Our analysis leads to analytical expressions that relate the dendrite growth rate to

measurable characteristics such as buffer’s thickness and surface morphology, current

density, transport properties (Li+ diffusivity, ionic conductivity) of the electrolyte and

the buffer, and the interfacial energy between the Li-metal and the solid electrolyte

or buffer layer. This analysis identifies effective buffer materials, which can have
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either high electronic conductivity (Ag, Al, and tin Sn) or low electronic conductivity

(anti-perovskite, Li2.99Ba0.005OCl [124] and Li3S(BF4)0.5Cl0.5 [125], both of which are

super ionic conductors). Such results provide a useful screening tool to narrow down

the space of plausible candidates for an optimal dendrite-suppression buffer material.

Ultimate selection of the ideal candidate would be determined by additional factors

(e.g., elastic properties and geographic scarcity) absent from our model, such as the

mode of a material’s application (e.g., coating or construction of a composite) and

economic cost.

5.3 Mathematical Formulation

We consider electrodeposition on the Li-metal anode, Ωan, that is separated from

the solid electrolyte, Ωel, by the thin buffer layer Ωb; our model of an ASSB is two-

dimensional and deals with the half-cell domain in Figure 5.1. A negative electrostatic

potential, φe, is maintained on the Li-metal electrode surface, Γ(t), at all time t; the

electric potential at the outer edge of the electrolyte (x = L) is fixed at 0. The

Li-metal electrode surface, Γ(t), is initially (at time t = 0) flat and coincides with the

plane x = 0, i.e., Γ(0) = {x = (x, y)⊤ : x = 0, 0 ≤ y ≤ B}.

Temporal evolution of the Li-metal surface Γ(t) is a result of electrodeposition that

involves a Faradaic reaction between cations (Li+) and electrons (e−), Li+ +e− → Li,

which results in the formation of Li atoms that are subsequently deposited on Γ.

Depending on the ratio between the buffer electronic conductivity, σe− , and the ionic

conductivity for Li+, σLi+ , this reaction takes place on either the anode-buffer interface

Γ(t) or the buffer-electrolyte interface Γ1 (Figure 5.1). For buffer materials with

σe− ≫ σLi+ (Scenario 1), the Faradaic reaction takes place on Γ1 and the resultant

Li atoms are transported to Γ(t) by diffusion; for buffer materials with σe− ≪ σLi+

(Scenario 2), the Faradaic reaction occurs on Γ(t). We consider both scenarios.

We ignore mechanical effects, e.g., solid electrolyte fracture, rupture of the coated

layer, etc., and explore Li diffusion in the buffer layer as a possible dendrite-stabilization

mechanism.
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Figure 5.1: Schematic representation of an ASSB (Left) and the two-dimensional
half-cell domain considered in this study (Right). The half cell consists of the Li-
metal anode, Ωan, that is separated from the solid electrolyte, Ωel, by the buffer layer
Ωb. The anode’s surface Γ(t) evolves with time t due to electrodeposition, while the
interface Γ1 between Ωel and Ωb remains fixed.

5.3.1 Governing equations

We use a two-dimensional Cartesian coordinate system spanned by the orthogonal

unit-vectors ex and ey, and represent the anode surface with dendrites, Γ(t), by a

single-valued function h(y, t) such that h(y, 0) = 0 (Figure 5.1). The unit-normal

vector, n(y, t), and mean curvature, κ(y, t), of the anode surface Γ(t) are computed

as [17]

n =
1√

1 + (∂yh)2

(
−1

∂yh

)
, κ = −1

2

∂2
yh

[1 + (∂yh)2]3/2
. (5.1)

We analyze the stability of electrodeposition in order to identify the conditions under

which a small perturbation of h(y, t) dissipates (rather than grows) with time t.

The rate of change of Γ(t) or, equivalently, h(y, t) is given by the normal com-

ponent of the mass flux of Li atoms, Jb
Li(x, t) (mol/m2/s), across the buffer/anode

interface:

ex · n
∂h

∂t
= −ωn · Jb

Li, x ∈ Γ(t), (5.2)

where ω is the molar volume of Li-metal (m3/mol). The flux Jb
Li(x, t) is computed

from the mass and charge conservation laws for both the buffer and the electrolyte.
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Solid electrolyte

The Li cations, Li+, are the only mobile species in the solid electrolyte, Ωel = {x :

L1 < x < L, 0 ≤ y ≤ B}. Experimental evidence suggests that these cations are dis-

tributed almost uniformly throughout the electrolyte so that their concentration cel
Li+

is approximately constant and equal to the initial concentration in the electrolyte,

cel
Li+

(x, t) ≈ c0; hence, its gradient is ∇cel
Li+

≈ 0 and their diffusion flux is negligible.

[126, 127] Consequently, in our model, the movement of Li+ is entirely due to electro-

migration. The Nernst-Planck expression for the Li+ flux in the electrolyte reduces

to Jel
Li+

= −zFuelc0∇φel, where z is number of proton charges carried by Li+, F is

the Faraday constant (s·A/mol), φel(x) is the electric potential in the electrolyte (V),

and uel is the mobility of Li+ in the electrolyte due to the potential gradient ∇φel.

In the absence of an externally imposed magnetic field, the current density iel(x) is

related to the ionic flux Jel
Li+

(x) by [126] iel = zFJel
Li+

. This gives rise to Ohm’s law

and charge conservation in the solid electrolyte, [128, 129]

iel = −σel∇φel and ∇ · iel = 0, x ∈ Ωel, (5.3)

where σel = z2F 2uelc0 is the electrolyte’s ionic conductivity for Li+ (S/m).

Equations (5.3) are subject to the boundary conditions

φel(L, y) = 0,
∂φel

∂y
(x, 0) =

∂φel

∂y
(x,B) = 0, (5.4)

the last two of which represent the electrically insulated vertical surfaces, y = 0 and

B. The boundary conditions on the electrolyte/buffer interface Γ1 = {x : x = L1, 0 ≤
y ≤ B} are determined by the material properties of the buffer, as detailed below.

Buffer layer

The thin buffer, initially of uniform thickness L1, is represented by the domain Ωb(t) =

{x : h(y, t) < x < L1, 0 < y < B}. The buffer is characterized by its conductivities

for electrons (σe−) and Li+ (σLi+). We consider two limiting cases defined by the

magnitude of the ratio σe−/σLi+ .
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Scenario 1: Buffer with high electronic conductivity. In buffers with σe− ≫
σLi+ (e.g., Al and Ag), the electron concentration is high and approximately con-

stant throughout the buffer, so that the electric potential in the buffer, φb, is con-

stant as well. Consequently, the Li+ ions undergo the Faradaic reaction at the

buffer/electrolyte interface, x = L1, and reduce to the Li atoms that subsequently

diffuse in Ωb and are deposited on the anode surface Γ(t). The spatiotemporal evo-

lution of the molar concentration of Li atoms, cbLi(x, t) (mol/m3), is described by the

diffusion equation

∂cbLi
∂t

= −∇ · Jb
Li, Jb

Li = −Db
Li∇cbLi, x ∈ Ωb, (5.5)

where Db
Li is the diffusion coefficient (m2/s) for Li in the buffer.

Equation (5.5) is subject to the initial condition

cbLi(x, 0) = 0, x ∈ Ωb, (5.6)

and the boundary conditions on Γ(t) and Γ1. In addition to the kinematic condition

in Eq. (5.2), these conditions are

n · Jb
Li = RΓ, x ∈ Γ(t), (5.7)

and

Db
Li

∂cbLi
∂x

(L1, y, t) = RLi, 0 < y < B. (5.8)

They encode mass conservation across the interfaces bounding the buffer Ωb. Specifi-

cally, Eq. (5.8) specifies that the normal component of Jb
Li across the buffer/electrolyte

interface Γ1 is proportional to the net reaction rate, R1, of the Faradaic reaction

Li+ + e− → Li; this rate is given by the Butler-Volmer equation,

RLi = − k0
γts

[
aR exp

(
αan

zFηα + 2ωγ1κ

RT

)
− aOa

z
e exp

(
−αcat

zFηα + 2ωγ1κ

RT

)]
.

(5.9a)
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Here, k0 is the reaction rate constant (mol/m2/s); R is the universal gas constant

(J/mol/K); γts is the activity coefficient of the transition state for the Faradaic re-

action (−); ae, aO and aR are the activities of electrons and oxidant (e.g., Li+) and

reductant (e.g., Li atom), respectively; αan and αcat are the anodic and cathodic

charge-transfer coefficients, respectively (−); γ1 is the isotropic surface energy at the

interface Γ1 (J/m2); and the activation overpotential ηα is defined as

ηα = φe − φb(L1, y, t) − EΘ, (5.9b)

where EΘ is the standard electrode potential.1 Since Γ1 is a straight line, its curvature

is κ = 0. Finally, aR = cbLi(L1, y, t)/c
Θ, where cΘ is the standard concentration.

By the same token, Eq. (5.7) signifies that the normal mass flux of Li atoms across

Γ(t), n · Jb
Li, is supplied by the Li deposition rate, RΓ. The latter is driven by the

difference in the chemical potentials of Li across the Li-metal/buffer interface, for

which we adopt the Butler-Volmer form,

RΓ = − kΓ
γts

[
exp

(
αan

2ωγκ− zFEΘ

RT

)
− cbLi(x ∈ Γ, t)

cΘ
exp

(
−αcat

2ωγκ− zFEΘ

RT

)]
,

(5.10)

where γ is the isotropic surface energy (J/m2) at the interface Γ. To be specific, we

set the reaction rate constant kΓ = k0.

The boundary value problem comprising Eqs. (5.1)–(5.10) requires the knowledge

of cbLi(L1, y, t) and φb(L1, y, t) ≡ φ(t). These boundary functions are computed from

the continuity conditions at the interface Γ1 separating the buffer and the electrolyte.

Thus, the normal component of the current density, iel = (iel,x, iel,y)
⊤, entering the

buffer from the electrolyte at the interface Γ1 is proportional to the net reaction rate

of the Faradaic reaction Li+ + e− → Li:

iel,x(L1, y, t) = zFRLi. (5.11)

1In all numerical experiments reported below, we set γts = 1, ae = 1, αan = 1−αcat, and EΘ = 0.
We also set aR = 1 and aO = 1 in our simulations of ASSBs without a buffer, i.e., when the Li-metal
anode and the solid electrolyte are in direct contact.
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That is because, at the flat electrolyte/buffer interface, Jb
Li,x = Jb

Li+,x
= RLi.

Scenario 2: Buffer with low electronic conductivity. Buffers with σe ≪ σLi+

are electronic insulators with high ionic conductivity; examples include i) solid elec-

trolyte materials whose properties differ from those of the solid electrolyte used in a

given ASSLB and ii) compositions of the solid electrolyte interface (SEI) formed in

an organic liquid electrolyte. Such a buffer, Ωb, acts as a single-ion conductor with a

constant Li+ concentration cb
Li+

. [126, 130, 131] The ions Li+ undergo the Faradaic

reaction, reducing to Li atoms, on the anode surface Γ(t).

The spatial distribution of electric potential φb(x, t) within the buffer Ωb is gov-

erned by the Laplace equation,

∇ · ib = 0, ib = −σb∇φb, x ∈ Ωb, (5.12)

where σb is the ionic conductivity for Li+ in the buffer (S/m), and ib(x, t) is the current

density in the buffer (m2/s). Equations (5.12) are subject to boundary conditions on

Γ(t) and Γ1. On the moving surface Γ(t), we supplement the kinematic boundary

condition in Eq. (5.2) with the mass balance relation

n · ib = zFRLi, x ∈ Γ(t). (5.13)

The production rate of Li atoms, RLi, is now given by

RLi = − k0
γts

[
exp

(
αan

zFηα + 2ωγb
Liκ

RT

)
− cb

Li+

cΘ
exp

(
−αcat

zFηα + 2ωγb
Liκ

RT

)]
.

(5.14)

The activation overpotential ηα is now defined as ηα = φe − φb(x ∈ Γ(t), t) − EΘ.

At the buffer/electrolyte interface, Γ1, we ensure the continuity of electric potential

and normal components of the charge flux:

φb(L1, y) = φel(L1, y),
∂ib,x
∂x

(L1, y) =
∂iel,x
∂x

(L1, y). (5.15)

In the Butler-Volmer expressions (5.9), (5.10) and (5.14), the surface energy terms
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2ωγ1κ/(RT ), 2ωγκ/(RT ) and 2ωγb
Liκ/(RT ) are included to account for the effect of

the surface curvature on the reactions’ energy barrier [76]. They act to flatten the

electrode surface, since the creation of additional surface area results in a surface

energy penalty. [17]

5.4 Stability Analysis

Linear stability analysis is performed by applying a small perturbation, ε exp(wt +

iky), to a one-dimensional steady-state base state, defined by the flat electrode surface

h(0)(t) ≡ Ut moving with the constant velocity U = dh(0)/dt = −ωR
(0)
Li and by the

corresponding electric potential φ(0)(x) and Li+ concentration c(0)(x). (The spatial

profiles of φ(0) are shown in Figure B.1 in Appendix A.) Here, ε is the dimensionless

small parameter (ε ≪ L1/L ≪ 1), w is the growth rate (1/s), k is the wavenumber

(1/m), and i2 = −1. The electrodeposition process is unstable if the perturbations

grow with time, i.e., if w > 0. The goal of a stability analysis is to express w in terms

of the physical properties of the solid electrolyte, buffer and the anode.

The mathematical details of this analysis are provided in Appendices A and B.

The results are reported below in terms of dimensionless growth rate, wavenumber,

and current density,

w̃ =
wF 2c0L

2

σelRT
, k̃ = kL, and Ĩ =

LFI

zRTσel

=
R̃Li

z
. (5.16)

5.5 Results and Discussion

The parameter values used in our stability analysis are presented in Table 5.1. For

illustration purposes, we choose lithium lanthanum zirconium oxide (Li7La3Zr2O12,

LLZO) as the solid electrolyte. To ensure that the standard electrode potential, EΘ

is 0 for Scenarios 1 and 2, we define the standard concentration cΘ to be either the Li

concentration in the lithium metal, cΘ = cLi, in Scenario 1 or the Li+ concentration

in the solid electrolyte, cΘ = c0, in Scenario 2.
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Table 5.1: Model parameters used in the stability analysis.
Parameter Value Ref
Half-cell length, L (µm) 10 132
Buffer layer thickness, L1 (nm) 20
Ionic conductivity for Li+ in solid electrolyte, σel (S/m) 0.1 133
Temperature, T (K) 298.15
Molecular weight of lithium metal, M (g/mol) 6.941 100
Density of lithium metal, ρ (g/cm3) 0.534 100
Li concentration in lithium metal, cLi (mol/m3) 76,934 100
Concentration of Li+ in solid electrolyte, c0 (mol/m3) 18,012 117
Standard concentration, cΘ (mol/m3) cLi, c0
Standard electrode potential, EΘ (V) 0
Reaction rate constant, k0 (mol/(m2s)) 1 · 10−2 134
Surface energy of Li/LLZO interface, γLi/el (J/m2) 0.85 135
Activity coefficient of the transition state, γts (-) 1

Figures 5.2 and 5.3 exhibit the dispersion relations, w̃ = w̃(k̃), and the corre-

sponding stability regimes for ASSBs with and without a buffer. Only the results for

high-conductivity buffers (Scenario 1) are shown. That is because their counterparts

for low-conductivity buffers (Scenario 2) overlap with the solutions in the absence of a

buffer when σb/σel = 1, according to Eq. (B.30). These results are obtained by solving

the boundary-value problems in Appendix A numerically and, under certain approxi-

mations, analytically (Appendix B). Figure 5.2 demonstrates that the numerical and

analytical solutions are virtually indistinguishable; thus, the subsequent figures dis-

play only analytical results. In Figure 5.2, the range of wavenumbers k̃ corresponding

to the positive growth rate w̃ identifies the conditions under which the surface growth

is unstable and dendrites develop; the maximum value w̃max = w̃(k̃max) indicates the

regime wherein the electrode surface growth is maximally unstable, while the regime

with k̃cr corresponds to the marginally stable electrode surface. Both w̃max and k̃cr

increase with the applied potential φe. When k̃ > k̃cr, the surface is stable because

w̃ < 0 due to the surface energy penalty on the creation of additional surface area.

This penalty is quantified by the terms proportional to capillary numbers for the

electrolyte and buffer, Cael
Li and Cab

Li, in Eqs. (B.25) and (B.28).

In the absence of a buffer, the growth rate w̃ is maximal at k̃ = 0 as the electric
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Figure 5.2: Dispersion relations w̃ = w̃(k̃) for ASSBs without a buffer and with the
high-conductivity buffer (D̃b = 1 and Cael

Li = Cab
Li), for φe= -0.5 V and -1.5 V. The

solid and dashed lines are the numerical and analytical solutions, respectively.

potential gradient always acts as a destabilization source and no stabilization mech-

anism is involved (Figure 5.2). That is in contrast to the high-conductivity buffer,

for which the dispersion relation w̃ = w̃(k̃) is non-monotonic: w̃ increases from a

small positive value at k̃ = 0 to its maximum value w̃max, after which it decreases and

eventually becomes negative. Diffusion of Li in the buffer has a stabilizing effect by

reducing the growth rate w̃ at all wavenumbers k̃. A proper selection of the transport

properties of the buffer material (D̃b and Cab
Li/Cael

Li) would allow one to reduce both

the maximal growth rate w̃max and the critical wavenumber k̃cr, i.e., to extend the

operational range over which the electrodeposition on the Li anode remains stable.

The stability of electrodeposition, encapsulated in the dispersion relation w̃ =

w̃(k̃), depends on both the materials properties and the battery operating conditions

(the applied electric potential φe or the current density I). Figure 5.3 identifies

the stability regimes, w̃ = w̃(k̃; Ĩ(0)) given by Eqs. (B.30) and (B.25), for ASSBs

without a buffer and with a highly conductive buffer, respectively. Defining the critical

wavenumber k̃cr as the wavenumber at which w = 0, yields the curve Ĩ(0) = Ĩ(0)(k̃cr)

that separates the stable (w < 0) and unstable (w > 0) regimes. The presence of

a high-conductivity buffer (with D̃b = 1 and Cab
Li = Cael

Li) significantly expands the

stability of electrodeposition at any current density, i.e., the size of the blue region
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Figure 5.3: Stability regimes predicted by Eqs. (B.30) and (B.25) for ASSBs without
a buffer (Left) and with a high-conductivity buffer (D̃b = 1 and Cab

Li = Cael
Li) (Right).

The solid/dashed lines denote the critical wavenumber k̃cr for each current density
Ĩ(0); these lines, along which w = 0, separate the stable (w < 0, blue) and unstable
(w > 0, red) regions.

in which w < 0. In the absence of a buffer, Li deposition becomes progressively

unstable as I increases. The stability diagrams in Figure 5.3 provide a blueprint for

the electrode-morphology design: they suggest that deploying Li-metal anodes whose

surface roughness wavelength λ is smaller than the critical wavelength λcr = 2π/k̃cr

would ameliorate dendritic growth. Such surfaces can be manufactured with, e.g.,

nano-structuring. [136]

Table 5.2: Transport properties and interfacial energies for buffer materials with high
electronic conductivity at room temperature, T = 298.15 K.

Ag Al Sn
Property Value Ref Value Ref Value Ref
Li diffusion coefficient, Db (m2/s) 1·10−10 137 8.43 ·10−12 138 4.15 ·10−12 139

Dimensionless Li diffusivity, D̃b 67.64 5.71 2.81
Interfacial energy, γb

Li (J/m2) 1.36 140 1.28 140 0.93 140
Ratio Cab

Li/Cael
Li 1.6 1.5 1.1

Electronic conductivity, σe (S/m) 6.67·107 141 4.08·107 141 8.7·106 141
Dimensionless e− conductivity, σ̃e 6.67·108 4.08·108 8.7·107

Dependence of the dispersion relations w̃ = w̃(k̃) on the electrochemical charac-

teristics of the electrolyte and buffer suggests the use of these relations as a screening
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tool for materials selection. To this end, we investigate three metal materials as can-

didates for a highly conductive buffer: silver (Ag), aluminum (Al) and tin (Sn). Their

transport properties (Li diffusivity, electronic conductivity) and interfacial energies

at room temperature, T = 298.15 K are collated in Table 5.2. The Li-metal/buffer

interfacial energies are computed as [142] γb
Li = γLi + γb − 0.5

√
γLiγb, where γLi and

γb are the surface energies of Li and coating materials reported in Ref. 140. The

dimensionless electronic conductivity σ̃e of these metals is at least seven orders of

magnitude larger than the dimensionless Li diffusivity, D̃b. Thus, the assumption

of high and constant electron concentration in the buffer is valid, and the Faradaic

reaction Li+ + e− → Li takes place at the buffer/electrolyte interface. The dispersion

relations w̃ = w̃(k̃) for Ag, Al and Sn buffers at φe = -1.5 V are shown in Figure 5.4.

The use of Ag as a buffer material yields the negative growth rate w̃ for wavenum-

ber k̃ that is slightly larger than 0. For Al and Sn buffers, w̃ is positive for small

k̃ and negative for a wide range of k̃ > k̃cr. All three buffer materials dramatically

expand the stable regime relative to that of an ASSB without a buffer. Our results

confirm the experimental findings [120, 121] according to which the use of Ag buffers

mitigates dendritic growth because the dimensionless diffusivity of Li in Ag is larger

than the dimensionless Li+ conductivity in the solid electrolyte. Another reason is

that the interfacial energy between Ag and Li-metal is higher than that between the

solid electrolyte and Li-metal. While somewhat less efficient in dendrite suppression,

Al and Sn are plausible buffer materials, especially considering their lower cost.

Table 5.3: Transport properties and interfacial energies for coating materials with
low electronic conductivity at room temperature, T = 298.15 K.

Li3S(BF4)0.5Cl0.5 Li2.99Ba0.005OCl
Property Value Ref Value Ref
Ionic conductivity for Li+, σb (S/m) 10 125 1 124
Dimensionless Li+ conductivity, σ̃b 100 10
Li+ concentration, cbLi (mol/m3) 26,629 125 93,531 124
Dimensionless Li+ concentration, c̃bLi 1.45 5.19
Interfacial energy, γLi

b (J/m2) 0.65 143 0.65 143
Ratio Cab

Li/Cael
Li 0.76 0.76

Electronic conductivity, σe (S/m) negligible 125 negligible 124
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Figure 5.4: Dispersion relations w̃ = w̃(k̃) at φe = −1.5 V (Left) and stability regimes
w̃ = w̃(k̃; Ĩ(0)) (Right), for ASSBs without a buffer and with Ag, Al and Sn buffers.
The lines in the right graph, along which w = 0 and k̃ = k̃cr, separate the stable
(w < 0) and unstable (w > 0) regions.

Next, we apply our analysis to buffer materials with low electronic conductiv-

ity, specifically, two antiperovskite super ionic conductors, Li2.99Ba0.005OCl [124] and

Li3S(BF4)0.5Cl0.5 [125]. Table 5.3 reports their ionic conductivity and interfacial en-

ergy at room temperature, T = 298.15 K; in the absence of the interfacial energies

for electrolyte/buffer systems, we use the interfacial energy of an antiperovskite su-

per ionic conductor, Li3OCl [143]. For both materials, the dimensionless electronic

conductivity σ̃e is many orders of magnitude smaller than the dimensionless Li+ con-

ductivity and, thus, Li+ ions undergo the Faradaic reaction with e− and reduce to

Li atoms at the anode/buffer interface, x = L1. Figure 5.5 suggests that buffers

made of materials with low electronic conductivity and ionic conductivity for Li+

higher than that in the solid electrolyte (LLZO), such as the antiperovskite super

ionic conductors, Li3S(BF4)0.5Cl0.5 and Li2.99Ba0.005OCl, suppress dendrite growth.

One might expect the buffer thickness, L1, to affect the buffer’s ability to suppress

dendrite growth and, thus, to act as another design variable. According to Eqs. (B.26)

and (B.29), at any given current density I(0), the critical wavenumber kcr is indepen-

dent of L1, regardless of whether the buffer has high or low electronic conductivity.

However, L1 does impact the maximum growth rate wmax, with the nonlinear depen-

dence of the growth rate on the buffer thickness, w = w(L1), given by Eq. (B.25)



CHAPTER 5. MITIGATING DENDRITE GROWTH IN ASSBs 97

0 100 200 300 400
-20

-15

-10

-5

0

5

10

15

0 50 100 150 200 250 300 350
0

10

20

30

40

50

Figure 5.5: Dispersion relations w̃ = w̃(k̃) at φe = −1.5 V (Left) and stability regimes
w̃ = w̃(k̃; Ĩ(0)) (Right), for ASSBs without a buffer and with the Li3S(BF4)0.5Cl0.5
and Li2.99Ba0.005OCl buffers. The lines in the right graph, along which w = 0 and
k̃ = k̃cr, separate the stable (w < 0) and unstable (w > 0) regions.

for buffers with high electronic conductivity and by Eq. (B.28) for low-conductivity

buffers. These equations point to the complex interplay between the buffer’s size and

transport properties. For example, according to Eq. (B.28), w decreases or increases

with L1 depending on whether σb > σel or σb < σel.

Finally, we validate our analysis by comparing its predictions with the previously

published experiments. This task proved to be challenging because many experimen-

tal studies do not report all the relevant material properties and even fewer studies

report negative results. With these caveats, all the experimental results we are aware

of conform to our stability diagrams (Figure 5.6). For buffer materials with high

electronic conductivity and positive interfacial energies, γel
Li > 0 and γb

Li > 0, the sta-

bility diagram is presented in the (Cab
LiD̃b/Cael

Li, Ĩ) phase space. For low-conductivity

buffers with γel
Li > 0 and γb

Li > 0, the phase space is spanned by the material proper-

ties σ̃b and Cab
Li/Cael

Li. In both cases, the solid line represents critical wavenumbers

k̃cr for ASSBs without a buffer, such that the insertion of a buffer with given ma-

terial properties is predicted to have either destabilizing (red region to the left of

the solid line) or stabilizing (blue region to the right of the solid line) effect on the

Li dendrites. Using the same material properties and operating conditions as in the

experiments [120, 144, 145, 146], our model confirms that high-conductivity buffers
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Figure 5.6: Stability diagrams in the phase space spanned by dimensionless param-
eters (Cab

LiD̃b/Cael
Li, Ĩ) and (σ̃b,Cab

Li/Cael
Li) for buffer materials with high and low

electronic conductivity, respectively. In both cases, the interfacial energies are pos-
itive, γel

Li > 0 and γb
Li > 0. The solid line represents critical wavenumbers k̃cr for

ASSBs without a buffer, such that the insertion of a buffer with given material prop-
erties is predicted to have either destabilizing (red region to the left of the solid
line) or stabilizing (blue region to the right of the solid line) effect on the Li den-
drites. The experimental data for Ag, Al, Sn, Mg, Al2O3, Li3N, and Li2CO3 are from
Refs. 120, 144, 145, 146, 147, 148.
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made of Ag, Al, Sn or magnesium (Mg) suppress dendrite growth. For buffers with

low electronic conductivity, our model predictions are consistent with the experimen-

tal results [147, 148] that Al2O3 and Li3N stabilize the electrodeposition on the Li

anode, while lithium carbonate (Li2CO3) fails to suppress dendrite growth due to its

relatively low ionic conductivity and interfacial energy with Li-metal.

The stability diagrams in Figure 5.6 do not include buffers and solid electrolytes

that have negative interfacial energies with Li-metal, γel
Li < 0 and/or γb

Li < 0. That is

because, according to our predictions based on Eqs. B.25 and B.28, negative values of

the capillary numbers Cael
Li or Cab

Li always yield positive growth rate w, which signifies

that the electrode surface growth is unconditionally unstable. This conclusion is in

line with the experimental study [149], which found γel
Li < 0 to indicate an intrinsically

unstable interface between the solid electrolyte (e.g., LPS) and the Li-metal, and

suggested the potential dendrite suppression abilities of buffer materials with γel
Li > 0.

5.6 Summary

The insertion of a buffer layer between the Li-metal anode and the solid (ceramic)

electrolyte has been proposed as a possible strategy to suppress Li dendrite formation

in ASSBs. We investigated this possibility by presenting a mathematical model of

electrodeposition on the Li anode of ASSBs with and without such a buffer layer, with

focus on the stability of the evolving anode surface in response to a small perturba-

tion. Our key result is analytical expressions that relate the instability growth-rate

to both material properties (transport properties of the electrolyte and buffer and in-

terfacial energy) and battery operating conditions (current density or applied electric

potential). Our analysis leads to the following major conclusions.

• Our stability diagrams correctly identify buffer materials that are experimen-

tally shown to suppress/mitigate dendrite growth in ASSBs. These materials

can have either high (e.g., Ag, Al, Sn, Mg) or low (e.g., Al2O3 and Li3N) elec-

tronic conductivity, provided they have positive interfacial energy.

• Our analysis correctly identifies buffer materials that, in experiments, failed to
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impact dendrite growth. These materials have either low ionic conductivity

and interfacial energy with Li-metal (e.g., Li2CO3) or have negative interfacial

energy with Li-metal (e.g., LPS).

• Our stability diagrams suggest that prospective buffer materials should have

either high electronic conductivity and high Li diffusion coefficient or low elec-

tronic conductivity and high ionic conductivity for Li+; materials with high

interfacial energy with Li-metal are preferred.

• Candidates for buffer materials with low electronic conductivity include antiper-

ovskite super ionic conductors, Li2.99Ba0.005OCl and Li3S(BF4)0.5Cl0.5, because

of their Li diffusivity is higher than that of most currently proposed solid elec-

trolytes.

• Our analysis demonstrates that the buffer thickness has no impact on the crit-

ical surface roughness wavelength, below which the interface is stable and no

dendrites initiate.

Our findings suggest new strategies for the design of interfacial buffers, i.e., for

the optimal selection of buffer material and the solid electrolyte pair based on their

electrochemical and physical properties. Our model enables a quantitative evaluation

of the buffer materials and, when combined with experimental and computational

approaches that provide improved characterization of the material properties, would

accelerate the discovery of new buffer materials.

In future work, we will extend our model to handle buffer materials with inter-

mediate electronic and ionic conductivities and couple ion transport and mechanical

behaviors in ASSBs. We will also investigate the effects of operating conditions and

aging on dendrite suppression by changing the ionic conductivity and Li concentration

in the solid electrolyte or buffer materials.

Finally, our analysis points to the possibility of using Li-metal anodes with ran-

domly rough surfaces as a means to suppress or mitigate dendrite initiation. Such a

strategy has proved to be beneficial in other applications, e.g., Ref. 150; its mathemat-

ical treatment would necessitate the adoption of a probabilistic framework. [151, 152]



Chapter 6

Concluding Remarks

This dissertation has centered on tackling various challenges related to high-energy-

density batteries through the utilization of mathematical modeling and numerical

techniques, including homogenization, multi-scale simulations, and linear stability

analysis, etc. These approaches have significantly enhanced our comprehension of

the complex electrochemical processes and transport phenomena occurring in energy

storage systems.

The modeling framework developed in this dissertation will enhance the accuracy

of performance predictions for batteries and provides valuable guidance for battery

design and material selection. The modeling of porous cathodes has yielded important

insights, summarized as follows:

• Effective Transport Model of Composite Electrode: Our effective transport

model has provided a quantitative assessment of the impact of carbon binder

domain on the overall ionic transport in a composite electrode. This model con-

serves mass and charge and resulted in semi-analytical expressions for equivalent

ionic conductivity, diffusion coefficient, and other relevant parameters.

• Improved Parameterizations for Pseudo-2-Dimensional (P2D) Models: Our novel

parameterizations of P2D models have exhibited enhanced prediction accuracy

for lithiation curves in Li-metal batteries, surpassing the currently employed

parameterizations, particularly in the context of fast charging scenarios.

101
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By establishing the connection between micro-scale electrochemical transport phe-

nomena and overall cell performance through multiscale parameterization of porous

cathodes, this dissertation has offered valuable insights for the optimal design of com-

posite electrodes. Furthermore, our investigations on the Li-metal anode side have

focused on addressing battery safety concerns associated with dendrite growth. The

following implications have emerged for the design of high-energy batteries with Li

anodes:

• In Li-Metal Batteries: Our findings propose new strategies for electrolyte design,

including the optimal selection of solvent and salt, as well as tuning the ionic

concentration of the solution. Additionally, we suggest the use of separators

with anisotropic pore structures or columnized membranes, which can effectively

suppress Li dendrite growth in Li-metal batteries.

• In All-Solid-State Batteries: Our findings suggest new strategies for the design

of interfacial buffers, i.e., for the optimal selection of buffer material and the

solid electrolyte pair based on their electrochemical and physical properties in

all-solid-state batteries. This analysis serves as a useful screening tool to nar-

row down the space of plausible candidates for an optimal dendrite-suppression

buffer material.

The mathematical models developed in this work enable quantitative evaluations

of battery materials. When combined with experimental and computational ap-

proaches that provide improved characterization of material properties, these models

can accelerate the discovery of new electrolytes, separators, and interfacial buffer

materials between Li-metal anodes and electrolytes.

By providing these key findings, this dissertation has advanced our knowledge and

understanding of the electrochemical processes and transport phenomena in high-

energy-density batteries. The developed modeling framework and derived insights

hold great potential for guiding future advancements in battery design and optimiza-

tion, ultimately leading to more efficient and reliable energy storage systems. For

future work, the architecture of this modeling framework may be enriched to include

the following.
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i) Reflecting the pore-scale structure of composite porous electrodes and the

morphological changes (both in terms of pore size and pore accessibility) occur-

ring during the battery operational life as a result of dissolution and depositional

kinetics; process and integrate high-resolution tomographic images, to keep up

with rapidly improving computerized tomography (CT) technology offering in-

creasingly accurate insights into pore-scale geometry;

ii) Accounting for three-dimensional effects occurring locally (particle scale)

and at the larger scale (material heterogeneity, pairing between electrode and

current collectors), and dynamically evolving alongside thermal and mechanical

stresses;

iii) Incorporating thermal and mechanical stresses inducing changes in both

micro- and macro-structure, and electro-chemistry;

iv) Modeling degradation mechanisms such as side reactions and dissolution

and deposition reactive dynamics;

v) Integrating a pore-level multi-scale method to accelerate numerical simula-

tions and use a probabilistic model of the porescale heterogeneity and translat-

ing it to a probabilistic continuum finite volume model.



Appendix A

Linear stability analysis of

dendritic growth in lithium-metal

batteries

Let ε̂ = ε exp(wt + iky). Then, accounting for Eq. (4.14), a Taylor expansion of D±

in Eq. (4.11) is

D± = Dref
±

(
eb±j

(0)
ϕ 0

0 1

)
+ ε̂Dref

± b±

(
eb±j

(0)
ϕ ∂xϕ

(1) 0

0 ikϕ(1)

)
+ O(ε2)I, (A.1)

where j
(0)
ϕ = ∂xϕ

(0), and I is the 2 × 2 identity matrix. Substituting Eqs. (4.14),

(4.15) and (A.1) into the dimensionless form of Eqs. (4.1) and (4.2), and collecting

the terms of order ε0 and ε leads to the zeroth-order equations,

dJ
(0)
±

dx
= 0, J

(0)
± = −Dref

± eb±j
(0)
ϕ

(
dc

(0)
±

dx
+ z±c

(0)
± j

(0)
ϕ

)
, −d2ϕ(0)

dx2
=

z+c
(0)
+ + z−c

(0)
−

2λ2
D

;

(A.2)
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and the first-order equations,

− d

dx

(
J
(1)
± + b±J

(0)
±

dϕ(1)

dx

)
=
(
w + Dref

± k2
)
c
(1)
± + Dref

± k2z±c
(0)
± ϕ(1), (A.3a)

−d2ϕ(1)

dx2
+ k2ϕ(1) =

z+c
(1)
+ + z−c

(1)
−

2λ2
D

, (A.3b)

J
(1)
± = −Dref

± eb±j
(0)
ϕ

(
dc

(1)
±

dx
+ z±c

(1)
± j

(0)
ϕ + z±c

(0)
±

dϕ(1)

dx

)
. (A.3c)

It follows from Eq. (A.2) that J
0)
± = const. Hence, Eq. (A.3a) is transformed into

−dJ
(1)
±

dx
− b±J

(0)
±

d2ϕ(1)

dx2
=
(
w + Dref

± k2
)
c
(1)
± + Dref

± k2z±c
(0)
± ϕ(1). (A.4)

The derivation of the boundary conditions on the evolving electrode surface Γ(t),

whose points are represented as (y, h(y, t))⊤, requires one to approximate ϕ(x ∈ Γ, t),

c±(x ∈ Γ, t) and their gradients. That is accomplished by expanding these quantities

in Taylor series around the base state Γ(0) = {x = (x, y)⊤ : x = h(0), 0 ≤ y ≤ B/L}
such that

ϕ(x ∈ Γ, t) ≈ ϕ(0)(h(0)) + ε̂ϕ̂, ϕ̂(1) =
(
h(1)dϕ

(0)

dx
+ ϕ(1)

)
x=h(0)

; (A.5a)

c±(x ∈ Γ, t) ≈ c
(0)
± (h(0)) + ε̂ĉ±, ĉ

(1)
± =

(
h(1)dc

(0)
±

dx
+ c

(1)
±

)
x=h(0)

; (A.5b)
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and

∇ϕ(x ∈ Γ, t) ≈ ex

[dϕ(0)

dx
(h(0)) + ε̂

(
h(1)d

2ϕ(0)

dx2
+

dϕ(1)

dx
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x=h(0)

]
+ eyε̂ikϕ

(1)(h(0));

(A.5c)

∇c±(x ∈ Γ, t) ≈ ex

[dc
(0)
±

dx
(h(0)) + ε̂
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(1)
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(A.5d)

The function h(0)(t) and the constant h(1) are first defined in Eqs. (4.12) and (4.13),

respectively. It follows from Eq. (4.8) that first-order approximations of the unit

normal vector n = n(0) + O(ε2) and the curvature are, respectively, κ = κ(0) + ε̂κ(1),

with the components

n(0) =

(
−1

0

)
, κ(0) = 0, κ(1) =

k2

2
h(1). (A.6)

Hence, a first-order approximation of the reaction rate RLi in Eq. (4.12c), has the

components R
(0)
Li and R

(0)
Li given by Eqs. (A.8c) and (A.10c). The current density I

is expanded to first order, I = I(0) + ε̂I(1), with I(0) = zR(0) and J (1) = zR(1).

The interface h(0)(t) is moving with velocity U = dh(0)/dt. It follows from Eq. (4.9)

that this velocity is given by U = −ωR
(0)
Li . We introduce the moving coordinate

system associated with the electrode-electrolyte interface, (ξ ≡ x−Ut, y). Rewriting

Eqs. (A.1)–(A.6) in this coordinate system yields the following zeroth- and first-order

boundary-value problems (BVPs).

A.1 Base-state BVP

The base-state dependent variables c
(0)
± (ξ) and ϕ(0)(ξ) satisfy the one-dimensional

steady-state Poisson-Nernst-Planck equations:

dJ
(0)
±

dξ
= 0, −d2ϕ(0)

dξ2
=

z+c
(0)
+ + z−c

(0)
−

2λ2
D

, 0 < ξ < 1, (A.7a)
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where
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(0)
± = −Dref

± eb±j
(0)
ϕ

(
dc

(0)
±

dξ
+ z±j

(0)
ϕ c

(0)
±

)
, j

(0)
ϕ ≡ dϕ(0)

dξ
. (A.7b)

Equations (A.7) are subject to the boundary conditions at the non-perturbed anode-

surface, ξ = 0,

dc
(0)
+

dξ
= 0, −J

(0)
+ = R

(0)
Li ,

dc
(0)
−

dξ
+ z−c

(0)
− j

(0)
ϕ = 0; (A.8a)

and at the outer surface of the electrolyte, ξ = 1,

ϕ(0)(1) = 0, c
(0)
+ (1) = 1, c

(0)
− (1) = 1. (A.8b)

In (A.8a),

R
(0)
Li = −k0e

−αcatzη
(0)
α

(
ezη

(0)
α − c

(0)
+ /cΘ+

)
, η(0)α = ϕe − ϕ(0) − EΘ. (A.8c)

A.2 Perturbed-state BVP

The perturbed-state variables c
(1)
± (ξ) and ϕ(1)(ξ) satisfy the one-dimensional differen-

tial equations

−dJ
(1)
±

dξ
− b±J

(0)
±

d2ϕ(1)

dξ2
=
(
w + Dref

± k2
)
c
(1)
± + Dref

± k2z±c
(0)
± ϕ(1), (A.9a)

−d2ϕ(1)

dξ2
+ k2ϕ(1) =

z+c
(1)
+ + z−c

(1)
−

2λ2
D

, (A.9b)

J
(1)
± = −Dref

± eb±j
(0)
ϕ

(
dc

(1)
±

dξ
+ z±c

(1)
± j

(0)
ϕ + z±c

(0)
±

dϕ(1)

dξ

)
. (A.9c)
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Equations (A.9) are subject to the boundary conditions at ξ = 0,

wh(1) = ωc0R
(1)
Li ,

dĉ
(1)
+

dξ
= 0, Ĵ

(1)
− = 0, −Ĵ

(1)
+ = R

(1)
Li , (A.10a)

and at ξ = 1,

ϕ(1)(1) = 0, c
(1)
+ (1) = 0, c

(1)
− (1) = 0. (A.10b)

In these conditions, which are obtained as first-order approximations of Eqs. (4.3)–

(4.10),

R
(1)
Li = k0e

−αcatzη
(0)
α

{ ĉ(1)+

cΘ+
+
[
(1 − αcat)e

zη
(0)
α + αcat

ĉ
(0)
+

cΘ+

]
(zϕ̂(1) − Cak2h(1))

}
, (A.10c)

Ĵ
(1)
± = −Dref

± eb±j
(0)
ϕ

(
dĉ

(1)
±

dξ
+ z±c

(1)
± j

(0)
ϕ + z±c

(0)
±

dϕ̂(1)

dξ

)
, (A.10d)

where

ϕ̂(1) = h(1)dϕ
(0)

dξ
+ ϕ(1), ĉ

(1)
± = h(1)dc

(0)
±

dξ
+ c

(1)
± . (A.10e)

A.3 Perturbed-state BVP for anisotropic constant

diffusion

Another problem of practical significance involves anisotropic electrolytes in which

the diffusion coefficient tensor in Eq. (4.11) is replaced with Eq. (4.16). The procedure

used above yields the base-state dynamics described by Eqs. (A.7) and (A.8) with

Dref
± = D±

xx and b± = 0. It also leads to the perturbed-state equations

dJ
(1)
±

dξ
+ wc

(1)
± + k2D±

yy(c
(1)
± + z±c

(0)
± ϕ(1)) = 0, (A.11)
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−d2ϕ(1)

dξ2
+ k2ϕ(1) =

z+c
(1)
+ + z−c

(1)
−

2λ2
D

, J
(1)
± = −D±

xx

[dc
(1)
±

dξ
+ z±

(
c
(1)
± j

(0)
ϕ + c0±

dϕ(1)

dξ

)]
(A.12)

and the boundary conditions at ξ = 0

h(1)dJ
(0)
−

dξ
+ J

(1)
− = 0, h(1)dJ

(0)
+

dξ
+ J

(1)
+ = −R

(1)
Li ,

dĉ
(1)
+

dξ
= 0, wh(1) = ωc0R

(1)
Li ;

(A.13)

and at ξ = 1

ϕ(1) = 0, c
(1)
± = 0. (A.14)

Here, J
(0)
± and ĉ

(1)
+ are defined by Eq. (A.7b) with Dref

± = D±
xx and b± = 0 and by

Eq. (A.10e), respectively.



Appendix B

Linear stability analysis of

dendritic growth in all-solid-state

batteries

B.1 Perturbation Analysis

We introduce dimensionless variables

x̃ =
x

L
, ỹ =

y

L
, t̃ =

tσelRT

F 2c0L2
, c̃ =

c

c0
, φ̃ =

Fφ

RT
, h̃ =

h

L
, κ̃ = Lκ (B.1a)

and model parameters

σ̃ =
σ

σel

, D̃b =
DbF

2c0
σelRT

, c̃Θ =
cΘ

c0
, k̃0 =

LF 2k0
RTσelγts

, η̃α =
Fηα
RT

. (B.1b)

We also define the capillary numbers

Cael
Li =

ωγel
Li

RTL
, Cab

Li =
ωγb

Li

RTL
(B.1c)
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and the normalized rate of Li production R̃Li and the interfacial current density Ĩ as

R̃Li =
LF 2RLi

RTσel

, Ĩ =
LFI

zRTσel

=
R̃Li

z
. (B.1d)

Unless specified otherwise, all the quantities below are dimensionless, even though we

drop the tildes to simplify the notation.

The electrode surface height, h(y, t), and the state variables φ(x, t) and c(x, t) are

written as

h = h(0)(t) + ε̂h(1), φ = φ(0)(x) + ε̂φ(1), c = c(0)(x) + ε̂c(1), ε̂ = εewt+iky, (B.2)

where the constant h(1) and the functions φ(1)(x) and c(1)(x) are first-order (in ε)

corrections to the base state denoted by the superscript (0). The evolving electrode

surface Γ(t), which consists of points (y, h(y, t))⊤, is a perturbation around the base

state Γ(0) = {x = (x, y)⊤ : x = h(0), 0 ≤ y ≤ B/L}. It follows from Eq. (5.1) that

first-order approximations of its unit normal vector, n = n(0) +O(ε2), and curvature,

κ = κ(0) + ε̂κ(1), are given by

n(0) =

(
−1

0

)
, κ(0) = 0, κ(1) =

k2

2
h(1). (B.3)

It follows from Eq. (5.2) that the interface h(0)(t) is moving with velocity U = dh(0)/dt.

Depending on the buffer type, this velocity is given by either U = −ωR
(0)
Γ (Eq. 5.7,

Scenario 1) or U = −ωR
(0)
Li (Eq. 5.13, Scenario 2).

In this formulation, the buffer is represented by the domain Ω̃
(0)
b = {x̃ : h̃(0)(t) <

x̃ < L̃1} and the solid electrolyte by the domain Ω̃
(0)
el = {x̃ : L̃1 < x̃ < 1}, where

L̃1 = L1/L. As mentioned above, we drop the tilde to simplify the notation.
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B.1.1 Solid electrolyte

Substituting Eq. (B.2) into the dimensionless form of Eqs. (5.3) and (5.4), and col-

lecting the terms of order ε0 and ε leads to the PDEs for φ
(n)
el (x),

di
(n)
el

dx
= 0, i

(n)
el = −σel

dφ
(i)
el

dx
, n = 0, 1, L1 < x < 1, (B.4)

where iel = |iel| and i
(n)
el = (i

(n)
el , 0)⊤ for n = 0, 1. These two equations are sub-

ject to the boundary conditions φ
(n)
el (1) = 0 and the continuity conditions at the

electrolyte/buffer interface x = L1. Integrating these equations once yields

i
(n)
el = −σel

dφ
(i)
el

dx
= an, φ

(n)
el (1) = 0, n = 0, 1. (B.5)

The constants of integration a0 and a1 are determined from the interfacial conditions

at x = L1. These conditions depend on the type of buffer material. In Scenario 1,

this condition follows from Eqs. (5.11) and (B.1d),

i
(n)
el (L1) = I

(n)
Li , n = 0, 1, (B.6)

which specifies these constants as an = I
(n)
Li for n = 0, 1. In Scenario 2, this condition

is provided by Eq. (5.15),

φ
(n)
el (L1) = φ

(n)
b (L1), n = 0, 1. (B.7)

In accordance with Eq. (5.14), the interfacial current density depends on the electric

potential in the buffer, ILi = ILi(φb). Hence, in either scenario, the electric potentials

in the electrolyte and the buffer are coupled in any approximation order n.

B.1.2 Scenario 1: High-conductivity buffer

Substituting Eq. (B.2) into the dimensionless form of Eqs. (5.5)–(5.8), and collecting

the terms of order ε0 and ε leads to the BVPs for c(n)(x) used in the approximation
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of the Li concentration in the buffer, cbLi(x, t) ≈ c(0)(x) + ε̂(y, t)c(1)(x):

J (n) = −Db
dc(n)

dx
,

d2c(n)

dx2
=

0 n = 0

(w/Db + k2)c(1) n = 1
, h(0) < x < L1,

(B.8)

subject to the boundary conditions (B.6) and

−J (n) = R
(n)
Γ at x = h(0), −J (n) = R

(n)
Li at x = L1. (B.9)

In these BVPs, according to Eqs. (5.9) and (5.10),

R
(n)
Γ = −k0e

−αcatzη
(0)
α


c(0)

cΘ
ezη

(0)
α − 1 n = 0

c(1)

cΘ
ezη

(0)
α n = 1

(B.10)

and

R
(n)
Li = k0


c(0)

cΘ
− 1 n = 0

k2(1 − αcat +
c(0)

cΘ
αcat)h

(1)Cab
Li − h(1) ĉ

(1)

cΘ
n = 1,

(B.11)

where η
(0)
α = φe − φ

(0)
b − EΘ. It follows from Eqs. (5.2), (B.2) and (B.3) that

wh(1) = ωc0R
(1)
Li and ĉ(1) = h(1)dc

(0)

dx
+ c(1). (B.12)

The derivation of the boundary condition on the evolving electrode surface Γ(t),

whose points are represented as (y, h(y, t))⊤, requires us to expand cbLi(x ∈ Γ, t) and

its gradient in Taylor series around the base state Γ(0) = {x = (x, y)⊤ : x = h(0), 0 ≤
y ≤ B/L} such that

cbLi(x ∈ Γ, t)(x ∈ Γ, t) ≈ c(0)(h(0)) + ε̂ĉ(1)(h(0) (B.13a)
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and

∇cbLi ≈ ex

[dc(0)

dx
(h(0)) + ε̂

(
h(1)d

2c(0)

dx2
+

dc(1)

dx

)
x=h(0)

]
+ eyε̂ikc

(1)(h(0)). (B.13b)

B.1.3 Scenario 2: Low-conductivity buffer

Substituting Eq. (B.2) into the dimensionless form of Eqs. (5.12)–(5.14), and collect-

ing the terms of order ε0 and ε leads to the BVPs for φ
(n)
b (x):

i
(n)
b = −σb

dφ
(n)
b

dx
,

di
(n)
b

dx
= 0, n = 0, 1; h(0) < x < L1, (B.14)

subject to boundary conditions (B.7) and

−i
(n)
b (h(0)) = R

(n)
Li (h(0)), i

(n)
b (L1) = i

(n)
el (L1), n = 0, 1. (B.15)

Here, wh(1) = ωc0R
(1)
Li and

R
(n)
Li = −k0e

−αcatzη
(0)
α


ezη

(0)
α − cbLi

cΘ
n = 0[

(1 − αcat)e
zη

(0)
α + αcat

cbLi
cΘ

]
(k2Cab

Lih
(1) − zφ̂

(1)
b ) n = 1.

(B.16)

The above expression is obtained, similarly to Eq. (B.13), by expanding φb(x ∈ Γ, t)

and its gradient in Taylor series around the base state Γ(0), and by defining φ̂
(1)
b as

φ̂
(1)
b = h(1)dφ

(0)
b

dx
+ φ

(1)
b . (B.17)

B.1.4 Battery without a buffer

The linear stability analysis of ASSBs without a buffer is identical to Scenario 2, in

which the transport properties of the buffer are equal to those in the solid electrolyte

and the interface x = L1 is absent. Thus, Eqs. (B.4)–(B.7) are replaced with Eq. (B.4)

defined for the whole domain h(0) < x < 1, on which Eqs. (B.14)–(B.17) (minus the
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interfacial condition at x = L1 and with Cab
Li = Cael

Li) are also defined.

B.1.5 Base-state solutions

Analytical solutions of the base-state BVPs, i.e., Eqs. (B.4)–(B.16) for n = 0, yields

the spatial distribution of the electric potential throughout the half cell in Scenario

1,

φ(0)(ξ; t) =


φe 0 ≤ ξ ≤ L̂1

ξ − 1 + Ut

σel

R
(0)
Γ L̂1 ≤ ξ ≤ 1

(B.18)

and in Scenario 2,

φ(0)(ξ; t) =


(ξ − L̂1

σb

+
L̂1 − 1 + Ut

σel

)
R

(0)
Li 0 ≤ ξ ≤ L̂1

ξ − 1 + Ut

σel

R
(0)
Li L̂1 ≤ ξ ≤ 1 − Ut.

(B.19)

These solutions are written in the moving coordinate system ξ = x− Ut, with L̂1 =

L1−Ut. The linear stability analysis is valid for early stages of the dendrite formation,

during which Ut ≪ L1 and (since L1 ≪ 1) Ut ≪ 1. For these early times, φ(0)(ξ; t)

in Eqs (B.18) and (B.19) loose their explicit dependence on t, reducing to

φ(0)(ξ) =


φe 0 ≤ ξ ≤ L1

ξ − 1

σel

R
(0)
Γ L1 ≤ ξ ≤ 1

(B.20)

in Scenario 1 and to

φ(0)(ξ) =


(ξ − L1

σb

+
L1 − 1

σel

)
R

(0)
Li 0 ≤ ξ ≤ L1

ξ − 1

σel

R
(0)
Li L1 ≤ ξ ≤ 1

(B.21)

in Scenario 2.

These solutions are implicit because of the nonlinear dependence of R
(0)
Li and R

(0)
Γ
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on φ(0)(ξ) and, in Scenario 1, on

c(0)(ξ) =


R

(0)
Γ

Db
ξ +

(
R

(0)
Γ

k0
+ 1
)
cΘ, 0 ≤ ξ ≤ L1

1 L1 ≤ ξ ≤ 1.
(B.22)

In other words, for any given φe, these solutions take the form φ(0)(ξ) = F [φ(0)(ξ)],

where the functional F [·] is defined by either Eq. (B.20) or Eq. (B.21). This root-

finding problem is solved numerically with the Matlab function fzero.

Figure B.1 exhibits the spatial distribution of the base-state electric potential,

φ(0)(ξ), in ASSBs without a buffer and with the highly conductive buffer (Scenario 1

with Db = 1 and C̃a = 1). We do not show the solutions for the low-conductivity

buffer because they overlap with the buffer-free expressions when σb = 1. The elec-

tric potential increases linearly with distance from the evolving anode, ξ, with higher

values of the applied potential φe inducing larger potential gradients in the elec-

trolyte. In Scenario 1, the Faradaic reaction Li+ + e− → Li takes place at the the

buffer/electrolyte interface and the electric potential in the buffer is constant.
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Figure B.1: Spatial profiles of the dimensionless base-state electric potential φ(0)(ξ)
in ASSBs without a buffer and with a high-conductivity buffer (Db = 1 and Cael

Li =
Cab

Li). These are plotted in the dimensionless moving coordinate system ξ = x− Ut,
wherein ξ represents the distance from the growing electrode surface.

The solutions for φ(0)(ξ) and c(0)(ξ), and their first- and second-order derivatives,
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serve as coefficients in the perturbed-state BVPs, i.e., in Eqs. (B.4)–(B.16) with

n = 1. The latter are solved numerically [17] by employing a second-order finite-

difference scheme and solving the resulting generalized eigenvalue problem with the

Matlab function eigs to compute the dispersion relation w = w(k). Alternatively,

under certain assumptions, the perturbed-state BVPs for φ(1)(ξ) and the dispersion

relations from Eq. (B.12) are solved analytically in Appendix B.

B.2 Analytical dispersion relations

B.2.1 Scenario 1: High-conductivity buffer

Let us assume that w ≪ Dk2 in (B.8) with n = 1, i.e., that the temporal fluctuations

of the first-order perturbation c(1)(ξ) are negligible. This yields a PDE

d2c(1)

dξ2
= k2c(1), 0 < ξ < L1, (B.23)

whose solution is c(1)(ξ) = β1 exp(kξ) + β2 exp(−kξ). The constants of integration β1

and β2 are obtained from boundary conditions (B.9),

Db
dc(1)

dξ
(0) = R

(1)
Γ , Db

dc(1)

dξ
(L1) = R

(1)
Li . (B.24)

Substituting this solution into Eq. (B.12), and recalling that zR
(0)
Li = I(0), we obtain

the dispersion relation

w =
ωc0
z

I(0)/cΘ −DbCab
Li(αcatI

(0)/k0 + z)k2

Db/k0 −B
, (B.25a)

where

a = − k0
cΘ

e(1−αcat)zη
(0)
α , A =

a + Dbk

a−Dbk
e2kL1 , B =

1

cΘk

1 − A

1 + A
. (B.25b)



APPENDIX B. STABILITY ANALYSIS IN ASSBs 118

The critical wavenumber, kcr, is a wavenumber k for which w = 0. It follows from

Eq. (B.25) that

kcr =

√
I(0)

Cab
LiDbcΘ(αcatI(0)/k0 + z)

. (B.26)

B.2.2 Scenario 2: Low-conductivity buffer

The solution of BVPs (B.4)–(B.7) and (B.14)–(B.17) is

φ(1) = A


ξ + (L1 − 1)

σb

σel

− L1 0 ≤ ξ ≤ L1

σb

σel

(ξ − 1) L1 ≤ ξ ≤ 1,
(B.27a)

where

A =
zh(1)R

(0)
Li − k2h(1)Cab

Liσb

σb/K − z[(L1 − 1)σb/σel − L1]
(B.27b)

and

K = k0e
−αcatzη

(0)
α [(1 − αcat)e

zη
(0)
α + αcat]. (B.27c)

Substituting Eq. (B.27) into Eq. (B.12), and recalling that zR
(0)
Li = I(0), yields the

dispersion relation,

w = ωc0
I(0) − k2Cab

Liσb

σb/K − z[(L1 − 1)σb/σel − L1]
, (B.28)

and the critical wavenumber,

kcr =

√
I(0)

Cab
Liσb

. (B.29)

In the absence of a buffer, L1 = 0, σb = σel, and σb = σel. Hence, for ASSBs

without a buffer, Eqs. (B.28) and (B.29) reduce to

w = ωc0
I(0) − k2Cael

Liσel

σel/K + z
(B.30)
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and the critical wavenumber kcr,

kcr =

√
I(0)

Cael
Liσel

. (B.31)
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[76] Lars Göran Sundström and Fritz H. Bark. On morphological instability dur-

ing electrodeposition with a stagnant binary electrolyte. Electrochimica Acta,

40(5):599–614, 1995.
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