
227 (2023) 211819

A
2

Contents lists available at ScienceDirect

Geoenergy Science and Engineering

journal homepage: www.sciencedirect.com/journal/geoenergy-science-and-engineering

Probabilistic forecasting of cumulative production of reservoir fluid with
uncertain properties
Lívia Paiva Fulchignoni a, Christiano Garcia da Silva Santim b,∗, Daniel M. Tartakovsky a

a Stanford University, Energy Science and Engineering Department, Stanford, CA 94305, USA
b ISDB FlowTech, Rio de Janeiro, RJ, Brazil

A R T I C L E I N F O

Keywords:
Uncertainty quantification
Monte Carlo simulation
Sensitivity analysis
Sobol’s indices
Pipe flow

A B S T R A C T

Offshore development requires large investments, which have to be made in the presence of multiple sources
of uncertainty. Quantification of uncertainty in predictions of a reservoir’s production and, consequently,
the project’s revenue alleviates some of the risks and facilitates more informed business decisions. Despite
significant advances in the field of uncertainty quantification, it is still common practice in the industry to
rely on most likely parameters for the wellbore and pipeline multiphase flow models when making predictions
for the project design. We focus on predictive uncertainty of pipe-flow models, which are used to forecast the
cumulative production of an oil reservoir whose fluid properties are typically unknown during the exploration
phase. The uncertain inputs of a flow model are treated as random variables with a multivariate Gaussian
probability density; the model’s prediction of cumulative production is given in term of its distribution, which
is estimated via Monte Carlo with Latin hypercube sampling. A global sensitivity analysis is performed to
identify the model inputs contributing most to the predictive uncertainty.
1. Introduction

Energy companies make investment decisions based on technical
and economic viability studies of exploration fields. The financial eval-
uation of revenues is mainly dictated by the estimated production,
i.e., the oil and gas (O&G) flow rates that a reservoir can provide
through its lifetime. This process is informed by simulations of mul-
tiphase flow in the reservoir, wellbore and pipelines. For this reason,
such simulators are an essential tool during the design phase of a
production system. Since many model parameters must be specified
to run a multiphase-flow simulator, and since the values of these
parameters are inherently uncertain, it is wise to evaluate production
flow rates under a probabilistic approach and to quantify the uncer-
tainty associated with their predicted values. This strategy renders the
projected revenue a random variable, whose value one can calculate for
the required degree of certainty, thus enabling one to make investment
decisions based on risk and return.

Uncertainty quantification (UQ) gained popularity in the O&G in-
dustry in the 1960s (Stoian, 1965) and has been evolving ever since,
although at different rates among different disciplines (drilling, reser-
voir, production, operation, etc.) (Bickel and Bratvold, 2008). For
reservoir simulations, UQ is an established practice (Meisingset, 1999;
Yang et al., 2022). In fact, it is standard in the industry to report
O&G reserve estimations under three categories (proved, probable,
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and possible), according to their likelihood (probability). Uncertainty
in predictions of the accumulation volume is ideally tracked over
time from exploration through discovery, development, and produc-
tion (Ross, 2001). In contrast, UQ for multiphase-flow models used
in flow assurance has not yet been thoroughly investigated (Klinkert,
2018).

Section 1.1 discusses the sources of uncertainty in these flow models
and establishes uncertain parameters (reservoir fluid properties) that
are considered in this work. Section 1.2 introduces the Monte Carlo
simulation (MCS) technique, reviews the literature for applications in
multiphase pipe-flow models, and specifies this paper’s goals and con-
tributions to the topic. Section 2 presents the UQ methodology applied
to model predictions of cumulative production, including a thorough
description of the production system used as a case study. Section 3
discusses the results obtained in this study. Section 4 summarizes major
conclusions.

1.1. Sources of uncertainty in flow simulations

Uncertainty in predictions of multiphase-flow models, which rep-
resent production from a subsurface reservoir to the land-surface fa-
cilities, arises from multiple sources. Structural or model uncertainty is
vailable online 29 April 2023
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due to inevitable approximations of ‘‘reality’’ introduced by a model.
Various models, such as the drift-flux (Zuber and Findlay, 1965; Wallis,
1969; Ishii, 1977) and two-fluid (Bendiksen et al., 1991) models,
encode the laws of conservation of mass, momentum and energy, and
represent the complex physics with different degrees of fidelity. These
equations require empirical constitutive relations of varying validity
and generality. Such relations are usually parameterized via small-scale
experiments, whereas the flow models are used on a much larger scale.
These experiments are commonly carried out on small acrylic pipes,
with working fluids other than O&G.

Compositional and ‘‘black-oil’’ fluid models are a representative
example of constitutive relations. They are used to predict the ther-
mophysical behavior of a reservoir fluid by relating the properties of
oil, gas, and water phases to pressure and temperature. Compositional
fluid models are grounded in thermodynamics, but have a number of
fitting parameters whose tuning is subjective and may yield different
fluid characterizations.1 In contrast, black-oil fluid models are empirical
but require only a few inputs (i.e., density of each phase at standard
conditions, watercut, and reservoir gas–oil ratio) to characterize the
fluid mixture across a wide range of pressures and temperatures. (Some
black-oil formulations might include additional inputs, e.g., the CO2
mole fraction of surface gas (Fulchignoni et al., 2022; Glaso, 1980).)
The largely subjective choice of the constitutive fluid model yields
predictions of the solution gas–oil ratio, oil formation volume factors,
gas compressibility factor, oil and gas viscosities, and other derived
quantities at each pressure and temperature pair in the flow simu-
lation. This choice can significantly impact the predictions of a flow
simulator; for example, different choices of the solution gas–oil ratio
and gas-liquid drift models significantly influence the calculated liquid
holdup profile along the production line and temperature near the
outlet (Santim et al., 2020).

Other contributions to the structural uncertainty include the fre-
quent use of a well/reservoir coupling model as boundary condi-
tion (Hadgu et al., 1993). In these cases, the reservoir behavior is
described through an inflow performance relationship (IPR) curve that
relates the reservoir and well bottom hole pressures to production flow
rates. Several coupling models have been proposed (Ahmed, 2018),
each of which require different uncertain inputs to characterize the
reservoir behavior.

Once the governing equations and accompanying constitutive rela-
tions have been selected, they have to be parameterized, i.e., the values
of the model parameters have to be specified, usually by fitting the
model predictions to experimental data. Fig. 1 collates the parameters
(inputs) required by a steady-state black-oil flow model, which we
use in our numerical experiments because of its simplicity and low
computational cost. Data from the well perforation (drill-bit diameter,
deviation profile, casing diameter and thickness, etc.), completion (tub-
ing diameter, thickness, and roughness, gas lift, electric submersible
pumps, etc.), flow lines and riser (layout, diameter, thickness, rough-
ness and thermal insulation, etc.) and subsea equipment (separator,
pump, etc.) are needed to describe fluid flow and heat transfer. Reser-
voir data (pressure, temperature, and productivity index) characterizes
the source boundary condition. Finally, fluid data – oil, gas, and water
densities, gas–oil ratio, and watercut – are inputs to the fluid models.
Additional information, such as the surface boundary conditions, is
necessary to run a simulation. The need to specify numerical values for
all of these inputs introduces parametric uncertainty into the modeling
process.

Model parameters differ by both their degree of uncertainty and
their impact on the model’s prediction uncertainty. For instance, fre-
quent measurement of reservoir pressure through pressure buildup tests

1 For example, the choice of characterization of the heaviest hydrocarbon
raction, and splitting and lumping procedures, drastically affect the final fluid
odel.
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is expensive; infrequent measurements, the industry standard, increase
the uncertainty in this important boundary condition. Conversely, the
pipeline diameter is directly measurable and, thus, uncertainty in its
value is comparatively low, arising primarily from measurement errors.
Within the probabilistic framework, this statement is equivalent to
saying that the standard deviation of reservoir pressure, 𝜎𝑝, exceeds
that of pipe diameter, 𝜎𝑑 . Model nonlinearity implies that the condition
𝜎𝑝 ≫ 𝜎𝑑 does not automatically mean that uncertainty in reservoir
pressure has larger impact on prediction uncertainty of the pipe-flow
simulations than uncertainty in pipe diameter does. Addressing the
latter issue falls under the purview of global sensitivity analysis, which
is discussed in Section 2.3.

Our study focuses on parametric uncertainty associated with fluid
properties, which is prevalent during the exploration phase, when
little site-specific information is available. Fluid properties data are
collected from a few exploration/appraisal wells. In the absence of
such wells, the reservoir fluid is modeled based on information from
a basin model whose parameterization relies on data from analogous
geological areas. Even when samples are available, their analysis is
carried out in laboratory conditions that be quite different from the
reservoir conditions (Peña Díez et al., 2022). For these reasons, we treat
as uncertain the following fluid-model parameters: oil and gas specific
gravities at standard conditions (𝛾o and 𝛾g, respectively), reservoir fluid
gas–oil ratio, and watercut. We assume the water density at standard
condition to be known with certainty, even though the water properties
depend on water salinity, which can be uncertain. Furthermore, density
and viscosity of each phase throughout the flow (at varying pressure
and temperature conditions) are computed through the black-oil model,
whose uncertainties are out of the scope of this study. Our primary goal
is to quantify the influence of parametric uncertainty in the fluid model
on prediction uncertainty of the cumulative production.

1.2. Uncertainty quantification for flow simulations

While many computationally efficient alternatives to Monte Carlo
simulations (MCS) have been used to evaluate prediction uncertainty
of models of multiphase flow in heterogeneous porous media (Rotondi
et al., 2006; Taverniers et al., 2020; Yang et al., 2022), comparable UQ
efforts for multiphase flow in O&G pipes are scarce and mostly limited
to MCS. Examples of the latter include quantification of uncertainty
in predictions of a two-phase pipe-flow simulator (pressure drop and
liquid holdup in an experimental pipe) with uncertain/random inputs
(flow rates, viscosities, and densities of both phases; diameter, inclina-
tion angle, and length of the pipe; surface tension; and parameters of
a non-Newtonian fluid model) (Picchi and Poesio, 2017).

In real production scenarios, MCS were deployed to quantify uncer-
tainty in model predictions of time-varying oil-flow rates from multiple
producer wells during the optimization of a field layout design, with
the initial flow rates and the reservoir’s decline rate acting as uncertain
inputs (Sales et al., 2018). They were also used to evaluate the impact
of the watercut uncertainty on model predictions of the oil production
flow rate (Monteiro et al., 2020), and to analyze the influence of uncer-
tainty in the values of three input parameters (outlet pressure, ambient
temperature, and wall roughness) on predictions of the pressure drop
and liquid holdup (Klinkert, 2018).

We use an accelerated version of MCS, which relies on Latin hyper-
cube sampling (Taverniers and Tartakovsky, 2020), to investigate the
impact of parametric uncertainty in the fluid model on model predic-
tions of the time-dependent production flow rate during the exploration
phase, in the context of flow assurance. The analysis is performed for an
offshore production scenario, based on a real well located in Campos
Basin, Brazil. A result of our analysis is the probabilistic forecast of

cumulative oil production and, consequently, the project’s revenue.
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Fig. 1. Physical properties that provide input for a steady-state black-oil flow simulation.
1.3. Global sensitivity analysis

Global sensitivity analysis (GSA) is a distinct and complementary
facet of uncertainty management and risk assessment (Ciriello et al.,
2017). It seeks to rank the random inputs by their relative contri-
bution to uncertainty in predictions of a quantity of interest (QoI).
Depending on whether prediction uncertainty is represented in terms
of the QoI’s variance or full distribution, GSA can be classified as
variance- or distribution-based, respectively; the latter is applicable to
a wider range of inputs, while the former is easier to compute (Ciriello
et al., 2019). Variance-based GSA ranks the input parameters by their
Sobol’ indices, whose definition derives from the multivariate analysis
of variance (ANOVA) (Winter et al., 2006). These indices can be com-
puted via either MCS (Picchi and Poesio, 2017) or polynomial chaos
expansions (Strand et al., 2020).

Undergirding the variance-based GSA is the requirement that ran-
dom inputs are mutually uncorrelated. This is a questionable assump-
tion in the context of fluid modeling, where many of the model pa-
rameters are inter-related. To account for this complication, we use
the Rosenblatt transform to map the correlated model inputs onto a
set of uncorrelated random variables (Ciriello et al., 2019), which are
then used to perform a variance-based GSA. This enables us to identify
the most influential parameters to the production flow rate output at
different stages of production lifetime.

2. Methodology

2.1. Probabilistic characterization of uncertain fluid properties

We focus on uncertainty in four fluid properties 𝑿 = (𝑋1,… , 𝑋4)⊤

∈ R4: the oil and gas specific gravities (𝑋1 = 𝛾o and 𝑋2 = 𝛾g), the gas–
oil ratio (𝑋3 = GOR), and watercut (𝑋4 = WC). Statistical properties
of these parameters, e.g., their means and variances, are estimated
during the exploration phase, when little information about the reser-
voir field and its fluid is available. For the sake of generalization and
interpretability of the results, and in the absence of evidence to the
3

contrary, we use a multivariate Gaussian probability density function
(PDF),

𝑓𝑿 (𝒙) =
1

2𝜋|𝜮|

1∕2
exp

[

−1
2
(𝒙 − 𝝁)𝖳𝜮−1(𝒙 − 𝝁)

]

, (1)

to characterize these random inputs. Here, the vector 𝝁 ∈ R4 comprises
the means of the four fluid properties, and the positive-definite matrix
𝜮 ∈ R4×4 is composed of the covariances between these properties.

The mean values in the vector 𝝁 are typically estimated by experts
from their knowledge of similar geological areas. As an example, we
use the mean oil specific gravity 𝜇𝛾o , the mean gas specific gravity 𝜇𝛾g ,
and the mean gas–oil ratio 𝜇GOR (with units Sm3/Sm3), which are the
values measured in a PVT analysis of a reservoir fluid that is deemed
representative. Following the treatment of Well 03 in Monteiro et al.
(2020), we assume the mean watercut 𝜇WC(𝑡) (in percentage) to vary
linearly with production time 𝑡 (in months), increasing at a rate of
0.667%/month. In our experiments, we use the following numbers:

𝝁(𝑡) = (𝜇𝛾o , 𝜇𝛾g , 𝜇GOR, 𝜇WC(𝑡))⊤ = (0.944, 0.610, 163.0, 0.667𝑡)⊤. (2)

The covariance matrix 𝜮 encapsulates the degree of uncertainty
in the values of the model parameters and their correlations. Such
uncertainty in the fluid description arises from potential heterogeneity
of fluid properties across the field. It can vary greatly from field to
field, as it is influenced by factors such as data acquisition, production
experience, and geological complexity. In the exploration phase, field
experience suggests the standard deviation of oil density and gas–oil
ratio to be up to 2% and 20% of their mean values, respectively (Meis-
ingset, 1999). We assume gas density to be as uncertain as the oil
density and the standard deviation of watercut to be 10% of its mean
value, approximately as in Monteiro et al. (2020). The watercut is
independent of the reservoir fluid composition. Our correlation analysis
of 220 reservoir fluid samples from Brazilian oil fields yields the
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This analysis indicates the strong correlation between the inputs, espe-
cially between the gas specific gravity and the gas–oil ratio.

2.2. Monte Carlo simulations

MCS is an ensemble-based computation consisting of three steps.
First, 𝑁 realizations, 𝒙1,… ,𝒙𝑁 , of the random input vector 𝑿 are
drawn from the joint PDF in (1). Second, for each realization of the
inputs, 𝒙𝑛 (𝑛 = 1,… , 𝑁), the flow model is solved to obtain the
corresponding realizations of the model output and QoIs. Third, the
sample statistics of the QoIs, including their PDFs, are computed.

The root mean squared error (RMSE) of an MC estimate of the QoI’s
mean decays as 1∕

√

𝑁 (Owen, 2013). This slow convergence rate is due
to the purely random sampling in which most of the samples come from
the center of a PDF and relatively few sample from the PDF’s tails. To
accelerate convergence within a given tolerance, we deploy the Latin
hypercube sampling, in which the domain of definition of PDF 𝑓𝑿 (𝒙)
is subdivided into equal intervals (‘‘strata’’) and random realizations 𝒙𝑛
are drawn from each interval.

2.3. Global sensitivity analysis

The application of variance-based GSA is limited to uncorrelated
random inputs. We use the Rosenblatt transform (Rosenblatt, 1952)
to map 𝑿 onto a random vector 𝑼 = (𝑈1,… , 𝑈4)⊤ ∈ R4 uniformly
and independently distributed over the unit hypercube [0, 1]4. Let
𝐹𝑋𝑖|𝑋1 ,…,𝑋𝑖−1

(𝑥𝑖|𝑥1,… , 𝑥𝑖−1) be the conditional cumulative distribution
function of 𝑋𝑖 given 𝑋1,… , 𝑋𝑖−1. The Rosenblatt transform of 𝑿 ∈ R4

is defined as 𝑇 (𝑿) = 𝑼 such that

𝑢1 =𝐹𝑋1
(𝑥1), (4)

𝑢2 =𝐹𝑋2|𝑋1
(𝑥2|𝑥1), (5)

𝑢3 =𝐹𝑋3|𝑋1 ,𝑋2
(𝑥3|𝑥1, 𝑥2), (6)

𝑢4 =𝐹𝑋4|𝑋1 ,𝑋2 ,𝑋3
(𝑥4|𝑥1, 𝑥2, 𝑥3). (7)

Because the Rosenblatt transform is bijective, we define

𝑔(𝑼 ) = ℎ◦𝑇 −1(𝑼 ) = ℎ(𝑿) = QoI.

In our example, QoI is the simulated oil flow rate at each time step.
Thus, we perform the GSA on 𝑔(𝑼 ). The first-order, 𝑆𝑋𝑖

, and total, 𝑇𝑋𝑖
,

Sobol’s indices are thus defined as

𝑆𝑋𝑖
=

Var[E[𝑔(𝑼 )|𝑈𝑖]]
Var[𝑔(𝑼 )]

=
Var[E[QoI|𝑋𝑖]]

Var[QoI] (8)

𝑇𝑋𝑖
=
E[Var[𝑔(𝑼 )|𝑈∼𝑖]]

Var[𝑔(𝑼 )]
=

E[Var[QoI|𝑋∼𝑖]]
Var[QoI] (9)

where 𝑈∼𝑖 denotes all parameters but 𝑈𝑖; and E[⋅] and Var[⋅] are the
mean and variance operator, respectively. We rely on the R package
sensobol (Puy et al., 2022) to compute 𝑆 and 𝑇 .
4

𝑋𝑖 𝑋𝑖
Fig. 2. Schematic of a simplified production well implemented in the flow simulator.

2.4. Case study

We demonstrate our approach on a simplified model of a real
offshore production system located in Campos Basin, Brazil, denoted
as ‘‘Well B’’ in Oliveira et al. (2017); the well is assumed to produce by
natural lift. Fig. 2 shows a schematic representation of the simplified
production well in the multiphase flow simulator, along with some
general characteristics. The flow simulation boundary conditions are
the separator pressure of 16.6 bar; the linear IPR model is used for the
reservoir, with the reservoir pressure of 324.1 bar and the productivity
index of 53.0 m3/(d bar). Appendix describes the implemented model,
including the fluid and flow constitutive relations, thus providing a
benchmark for future studies. This appendix also contains information
about the flow behavior at the beginning, middle and end of the
lifetime.

Flow simulations are performed with the Petrobras in-house simula-
tor MARLIM II® (Multiphase flow and ARtificial LIft Modeling), which
outputs the production flow rates. The production lifetime is simulated
in time steps of one month. The reservoir pressure and temperature are
assumed to be constant throughout the production lifetime due to the
waterflooding process, a secondary recovery technique.

The cumulative oil production is computed via numerical integra-
tion over time of the discrete flow rates. For that, we conduct additional
MCS, in which flow rates serve as the inputs whose realizations are
drawn from the flow-rate PDFs obtained at each time step.

3. Results

3.1. Monte Carlo simulations

Fig. 3 exhibits the results of our convergence study of MCS with
Latin hypercube sampling, with the flow rate at the end of the well’s
lifetime (when the uncertainty on the inputs is higher) playing the
role of QoI. The sample mean, 𝜇, and standard deviation, 𝜎, of this
QoI converge after 𝑁 ≈ 5000 MC realizations (Fig. 3a). This result
demonstrates the limited value of the QoI statistics obtained via MCS
with 𝑁 = 100 Latin hypercube samples, as done in Monteiro et al.
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Fig. 3. Convergence analysis of MCS after 10 years of production: (a) sample mean, 𝜇, and standard deviation, 𝜎, of the cumulative production at the end of the well’s lifetime
as function of the number of MC realizations, 𝑁 ; (b) the absolute difference between two sample standard deviations, |𝜎(𝑁) − 𝜎(𝑁 − 100)|, computed from 𝑁 and 𝑁 − 100 MC
ealizations.
2020) for a similar setting. For instance, the mean oil flow rate es-
imated with 𝑁 = 100 MC realizations is 𝜇 = 218.4 Sm3/d, which is 5%
igher than 𝜇 = 207.7 Sm3/d estimated from 𝑁 = 105 realizations. This
ighlights the importance of a convergence analysis of MCS, including
he establishment of a convergence criteria that represents the specific
oal of a study.

We define such a criteria in terms of the absolute difference between
wo sample standard deviations, |𝜎(𝑁) − 𝜎(𝑁 − 100)| ≤  , computed
rom 𝑁 and 𝑁 − 100 Monte Carlo realizations. For the tolerance level

= 1 Sm3/d, the MCS convergence is attained after 𝑁 ≈ 7300
ealizations (Fig. 3b). This is the number of realizations used to obtain
he results below. For this 𝑁 , 𝜇 = 207.8 Sm3/d.

Table 1 reports MC estimates of the descriptive statistics of the oil
low throughout the well’s production life. As expected, the mean oil
low rate, 𝜇, decreases as the mean watercut increases throughout the
roduction lifetime, in accordance with Eq. (2). The standard deviation,
, increases due to higher uncertainty in the watercut, except at Year 10
hen more realizations predict zero flow rate. While the PDF of the oil

low rate is symmetric at earlier years, it becomes skewed to the right
owards the end of production lifetime (see, also, Fig. 4). The positive
5

Table 1
Descriptive statistics of the oil flow rate throughout production life.

Production time
(years)

Oil flow rate (Sm3/d)

𝜇 𝜎 min P25 P50 P75 max

0 3683.3 115.9 2655.4 3614.9 3691.4 3760.1 3994.4
1 3372.9 108.9 2625.2 3309.6 3380.4 3445.8 3715.0
2 3051.5 118.0 2312.6 2981.2 3059.2 3131.3 3450.4
3 2718.9 140.4 1877.6 2631.7 2725.2 2814.6 3218.9
4 2377.7 169.7 1348.6 2267.3 2382.2 2496.7 3121.2
5 2020.6 203.6 791.4 1883.3 2024.0 2162.4 2729.9
6 1670.4 237.2 0.0 1516.6 1667.3 1826.4 2630.4
7 1302.4 294.5 0.0 1155.0 1326.8 1489.0 2378.6
8 899.6 378.7 0.0 625.6 955.7 1179.2 2095.1
9 488.1 389.1 0.0 171.8 435.4 778.5 1927.1
10 207.8 280.3 0.0 0.0 97.6 333.0 1720.0

skewness of the PDFs at the end of production life reflects the large

number of MC realizations predicting no production, due to insufficient

reservoir pressure to naturally lift fluid from the formation to surface.
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Fig. 4. Probability density function of the oil production flow rate throughout the well’s production lifetime, at several times  .
Fig. 5. Cumulative oil production through the well’s production lifetime considering as time step for the numerical integration of the flow rates: (a) one month and (b) one year.
It is instructive to compare the probabilistic forecast of the oil flow
rate with its deterministic counterpart that uses the expected value of
each input in the flow simulation. The latter computation yields the oil
flow rates of 3704.4 Sm3/d at production start (WC = 0), 2057.4 Sm3/d
after 5 years of production (WC = 40%), and 2.0 Sm3/d after 10 years
of production (WC = 80%). (Pressure, temperature, and liquid holdup
profiles of these simulations are reported in Appendix.) These deter-
ministic predictions differ significantly from the expected flow rates,
especially at the end of production lifetime (Table 1). Furthermore, the
deterministic approach lacks any uncertainty quantification associated
6

with its predictions, the information that is just as important as the
prediction itself.

Mean cumulative production is computed via numerical integration
of the mean flow rates. Its statistics – mean and two confidence in-
tervals – are shown in Fig. 5, together with its deterministic estimate.
When the cumulative production is computed from the monthly flow
rates (Fig. 5a), its expected value at the end of the well’s lifetime is
7.20 Mm3 and the standard deviation is 0.08 Mm3, which is 1.1% of
the mean. Given that uncertainty in the inputs is significantly higher
(20% for gas–oil ratio and 10% for watercut), these results reveal that
uncertainty in the values of the reservoir fluid properties is attenuated
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in the process of computing the cumulative production. The 95th
percentile of the total cumulative production is 7.33 Mm3, which is
0.27 Mm3 (3.8%) higher than the 5th percentile.

At the well’s production lifetime of 10 years, the deterministic
omputation of the cumulative production (7.30 Mm3) overpredicts
he mean cumulative production (7.20 Mm3). While this difference
ight appear to be small, such estimates serve as input to financial

valuations of new production systems projects, in order to quantify
he expected revenue and its associated uncertainty. In monetary terms,
onsidering the oil price of the ‘‘North Sea Brent’’ (BRENT) closing
alue of US$92.36 on 09/01/2022 as the benchmark price, and ap-
lying no discount rate to account for the various production times,
he deterministic framework overestimates the project’s revenues by
S$58.6M.
7

8

Both expected value and standard deviation of the final cumulative
roduction depend on the time-step size considered for the numerical
ntegration (Fig. 5). Smaller time steps yield smaller standard devi-
tions, i.e., tighter confidence intervals. On the other hand, smaller
ime steps increase the computational time, which can be prohibitive
epending on the application. For example, the use of the yearly flow
ates instead of monthly ones reduces the computational cost of the
umerical integration of flow rates over 10 years by 92%. It results
n the mean cumulative oil production of 7.77 Mm3 and standard

deviation of 0.27 Mm3 (Fig. 5b). In this case, the deterministic pre-
iction overestimates the project’s revenue by US$63.8M. The 5th and
5th percentiles of the total cumulative production are 7.32 Mm3 and

3
.22 Mm , respectively. Therefore, the 92% reduction in computational
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Table A.1
Parameters and their numerical values used in the multiphase flow simulations.

Parameter name Parameter value

Reservoir pressure 324.1 bar
Reservoir temperature 61.1 ◦CReservoir Productivity index 53.0 m3/(d bar)

Tubing length 1433 m
Tubing internal diameter 5.92 in
Tubing thickness 0.0089 m
Tubing roughness 0.000178 m
Casing length 1433 m
Casing internal diameter 9.66 in
Casing thickness 0.0138 m
Cement thickness 0.03 m

Vertical well

Overall heat transfer coefficient 7.1 J/(s K m2)

Length 1395 m
Internal diameter 6 in
Thickness 0.0783 mHorizontal flowline

Overall heat transfer coefficient 5.2 J/(s.K.m2)

Length 1556 m
Internal diameter 6 in
Thickness 0.0488 mVertical riser

Overall heat transfer coefficient 8.4 J/(s K m2)

Soil temperature at reservoir 61.1 ◦C
Soil temperature at wellhead 3.9 ◦C
Soil temperature gradient Linear
Seawater temperature at seabed 3.9 ◦C
Seawater temperature at surface 25 ◦C
Seawater temperature gradient Linear
Seawater current velocity 0.1 m/s

Ambient and outlet
conditions

Pressure at the outlet 16.6 bar

Stock-tank oil specific gravity (𝛾o) 0.944
Stock-tank gas specific gravity (𝛾g) 0.610
Water specific gravity (𝛾w) 1.030
Reservoir fluid gas–oil ratio (GOR) 163.0 Sm3/Sm3

Black-oil fluid

Watercut (WC) 0%
Table A.2
Flow and black-oil constitutive relations used in the multiphase-flow simulations.

Constitutive relation

Gas–oil solubility ratio Standing (1947)
Oil formation volume factor Standing (1947)
Gas compressibility factor Dranchuk et al. (1973)
Undersaturated oil viscosity Vazquez and Beggs (1977)
Live oil viscosity Beggs and Robinson (1975)
Dead oil viscosity Beggs and Robinson (1975)
Gas viscosity Lee et al. (1966)
Water viscosity Van Wingen (1950)

Black-oil fluid
property

Emulsion relative viscosity Woelflin tight emulsion (Woelflin, 1942) (inversion
watercut of 90%)

Flow Beggs and Brill (1973) and Palmer (1975)
time corresponds to the 0.19 Mm3 (US$17.7M) increase in prediction
uncertainty (standard deviation) of cumulative production.

The aforementioned difference between the 5th and 95th percentiles
of the cumulative production is equivalent to US$24.6M and US$82.8M
using the monthly and yearly time steps, respectively. When such large
sums of money are involved, which is typical for complex engineering
systems, a proper evaluation of the associated risks is essential for
making informed business decisions and, ultimately, for the company’s
success. Hence, it is important that O&G production estimates are
performed through the probabilistic approach, where uncertainties are
accounted for not only in reservoir flow simulations but also in wellbore
and pipeline flow simulations. Attempts to reduce the prediction uncer-
tainty should be considered in view of the cost of information, which
may influence arguments in favor or against new data acquisition.

3.2. Sensitivity analysis

Fig. 6 presents Sobol’s indices for the flow simulation model at the
beginning, middle, and end of production lifetime, i.e., at the well
8

opening, and after five and ten years of production, respectively. The
mean watercut at each snapshot is 0%, 40%, and 80%, respectively.
The sensitivity of the oil flow rate to the input parameters depends on
the production scenario. Here, as production time and, consequently,
the expected watercut increase, so does their influence on the predicted
oil flow rate. In the early production stages, the oil flow rate is more
sensitive to the oil specific gravity, while at the end of the production
lifetime it is more sensitive to the watercut. The fact that the well
produces an emulsion, whose viscosity significantly increases with wa-
tercut (according to Woelflin’s (Woelflin, 1942) tight emulsion model),
contributes to the great influence of watercut at later production stages.
This result suggests that the use of subsea demulsifying strategies may
enhance oil production (Oliveira et al., 2017).

Throughout production lifetime, the variable with lowest effect
on the predictive uncertainty of the oil flow rate is the gas specific
gravity, which means that the multiphase model is less sensitive to
variations in this input than to changes in oil density, gas–oil ratio or

watercut. Since first-order and total-order indices are similar, the model
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has no significant interaction effects between 𝛾o, 𝛾g, gas–oil ratio, and
atercut.

. Conclusion

Uncertainty quantification plays a key role in decision making for
&G projects, especially in risk assessment of its heavy investments.
hile uncertainty quantification has been an established practice in

eservoir simulation, it has not been thoroughly investigated for mul-
iphase flow models used in flow assurance. This paper quantifies
ncertainty in predictions of the production flow rate over the life time
f a simplified real production well and, consequently, of its cumulative
roduction. The sources of uncertainty are oil and gas specific gravities,
eservoir fluid gas–oil ratio, and watercut. Uncertainty of such inputs is
odeled through a multivariate Gaussian probability density function,
hile uncertainty in the flow simulation output (i.e., the production

low rate) is quantified via Monte Carlo simulations with Latin hyper-
ube sampling. A global sensitivity analysis is performed to identify
hich of the four fluid parameters affect most the overall predictive
ncertainty. Major conclusions are summarized below:

• The sensitivity of the simulated oil flow rate to input parameters
depends on the production stage. As production time and, conse-
quently, the expected watercut increase, so does their influence
on the flow rate. By the end of the well’s lifetime, watercut
dominates the flow rate predictive uncertainty, followed by oil
density. Conversely, gas density is the input variable with lowest
effect on the predictive uncertainty of the oil flow rate throughout
the whole production lifetime.

• Convergence properties of Monte Carlo simulations were dis-
cussed. The sample size depends on the goal of the study, i.e., on
the acceptable error tolerance in predictions of a quantity of
interest.

• Flow rate probability distributions change over production time,
not only in their parameters but also in shape. While they are
symmetric at early production stages, they are skewed to the right
at later stages due to the higher number of realizations that result
in a zero flow rate. This asymmetry of the output distribution
happens despite of the symmetry of the inputs distribution. Also,
the expected oil flow rate decreases with production time due to
watercut increase.

• Cumulative production estimates depend on the time step used
in the numerical integration of computed flow rates. Its expected
value and standard deviation at the end of the well’s lifetime are
7.20 Mm3 and 0.08 Mm3, respectively, considering a monthly
time step. For a yearly time step, these statistics are 7.77 Mm3 and
0.27 Mm3, respectively. These results indicate that uncertainties
associated with fluid properties are attenuated when computing
the cumulative production.

• The deterministic framework overestimates production when com-
pared to the probabilistic framework while suggesting certainty.
This fact highlights the importance of the probabilistic assessment
of estimates from pipe flow simulation models.

• Uncertainty quantification of reservoir fluid properties is partic-
ularly important during the design phase of a reservoir develop-
ment project, when field data of fluid properties or pressure and
temperature in the wellbore and pipeline are not available. Once
field data is available, they can be used to restrict the uncertainty
on the simulation inputs parameters through data assimilation
techniques.

The analyses presented here are based on a simplified case study.
e did not consider a minimum production rate for the well to be

perating, i.e., a minimum revenue that covers operational costs and
revents the well from being shut down, which would be a likely as-
umption in a real case scenario. The presence of flow instabilities (such
9

T

Fig. A.1. (a) Pressure, (b) temperature, and (c) liquid holdup behaviors at the steady-
state regime in the wellbore and production line for watercut values of 0%, 40%,
and 80%, representing the beginning, middle and end of the production lifetime,
respectively.

as severe slugging) that could reduce production was not evaluated.
Changes in fluid composition, i.e., in oil and gas densities and gas–oil
ratio, may affect the reservoir’s relative permeability (Young, 2022)
and consequently the reservoir’s productivity index. This and other-
second order interactions were also not considered in this work. They
are expected to increase the uncertainty in predictions of the quantity
of interest even further, and should be a focus of future research.

CRediT authorship contribution statement

Lívia Paiva Fulchignoni: Conceptualization, Methodology, Soft-
are, Investigation, Writing – original draft. Christiano Garcia da
ilva Santim: Investigation, Writing – review & editing. Daniel M.
artakovsky: Supervision, Writing – review & editing.



Geoenergy Science and Engineering 227 (2023) 211819L.P. Fulchignoni et al.

S

S

S

T

T

V

V

W
W

W

Y

Y
Z

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.

Data availability

Data will be made available on request.

Acknowledgments

We would like to thank Petrobras for the data and permission
to publish this paper. Some of the computing for this project was
performed on the Sherlock cluster at Stanford University.

Appendix. Production flow model

Table A.1 fully describes the simplified production system repre-
sented in the multiphase flow simulation implemented in this work. For
the fluid parameters treated as random variables, the mean values of
their respective probability distributions at the beginning of the produc-
tion life are reported. Table A.2 shows the flow and fluid correlations
considered in the simulation.

Fig. A.1presents the simulated flow behavior at the beginning, mid-
dle and end of the production lifetime, considering the mean watercut
values of 0%, 40%, and 80%, respectively. The pressure, tempera-
ture, and liquid holdup profiles along the wellbore and pipelines are
reported.
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