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Christensen et al. (2009) studied the optimal design of pumping tests whose goal is to estimate hydro-
geologic parameters affecting stream depletion caused by pumping in a leaky aquifer. Their analysis
relies on the analytical solutions of Zlotnik and Tartakovsky (2008), which are based on the assumptions
of negligible drawdown in the source bed of a leaky aquifer and of horizontal flow in an aquifer of infinite
extent. We conduct a series of two- and three-dimensional simulations to identify the validity and range
of applicability of these assumptions, and to quantify their impact on estimation of aquifer drawdown,
stream depletion, their sensitivities to the hydrogeologic parameters, and on selection of optimal loca-
tions to observe drawdown during a pumping test. Quantitative criteria for the use of these analytical
solutions are formulated in terms of the source-bed transmissivity and the distance from the well to pre-
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Introduction

Sensitivity analysis and optimal design (e.g., Christensen, 2000;
Christensen et al., 2009) of pumping tests under various hydrogeo-
logical conditions often rely on analytical solutions. For example,
Christensen (2000) used the analytical solution of Hunt (1999) to
conduct a sensitivity analysis of a pumping test conducted in a
non-leaky aquifer near a stream; and Christensen et al. (2009) re-
lied on the analytical solution of Zlotnik and Tartakovsky (2008) to
carry out a sensitivity analysis and global optimization for the opti-
mal design of a pumping test in a leaky aquifer, which is separated
from a deep source bed by an aquitard. Analytical solutions typi-
cally require a certain level of abstraction, i.e. a number of physical
assumptions, to represent complex hydrogeological conditions in a
mathematical form that is amenable to analytical treatment. In
particular, the analytical solution of Zlotnik and Tartakovsky
(2008) assumes that flow is horizontal, flow domain is infinite,
and drawdown in the deep source bed is negligible.

The validity and limitation of the latter assumption for pumping
in leaky-aquifer systems are well understood (e.g. Hantush, 1967;
Neuman and Witherspoon, 1969a,b). Analyzing pumping in leaky
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aquifers connected to a stream, Hunt (2008) argued that this
assumption is unrealistic on two accounts. First, it implies that
the source bed supplies an infinite amount of water for recharge
of the pumped aquifer. Second, it suggests that groundwater
pumping is compensated by a combination of stream depletion,
leakage from the source bed through the aquitard, and change of
storage; with the contribution of the second source increasing with
the distance between the well and the stream. However, for the
infinite domain studied by Zlotnik and Tartakovsky (2008) there
can only be two sources to compensate pumping, a stream and
storage. In the (very) long term the stream depletion rate will
therefore become equal to the pumping rate and not just a fraction
of it as modeled by the depletion solution given by Zlotnik and
Tartakovsky (2008). (This was also demonstrated in the recent dis-
cussion paper of Scott, 2009, which first became available during
our study.) While agreeing that the assumption of negligible draw-
down is never rigorously met in actual field situations, Butler et al.
(2008) point out that various pumping tests in leaky-aquifer sys-
tems have shown this assumption to be reasonable for pumping
periods of limited durations.

The preceding discussion leads one to conclude that the analyt-
ical solution of Zlotnik and Tartakovsky (2008) might be more
appropriate for pumping-test analyses than for simulation of
long-term drawdown and stream depletion. The main goal of this
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analysis is to quantify this qualitative distinction. Specifically,
we investigate the impact of the key assumptions underlying
the analytical solution of Zlotnik and Tartakovsky (2008) on
predictions of stream depletion and drawdown, as well as on
their sensitivities with respect to relevant hydrogeologic parame-
ters. The latter are of particular importance, since they are used
in uncertainty analysis and optimization (e.g., Christensen et al.,
2009).

The paper is organized as follows. The first section presents the
methodologies used for computing drawdown, rate of stream
depletion, their sensitivities, and the prediction variance from
hydrogeologic parameter values estimated by pumping-test analy-
sis. We also briefly summarize the pumping-test design optimiza-
tion methodology described by Christensen et al. (2009). After this
follows a presentation of results that illustrate the implications of
the simplifying assumptions. Finally we discuss some of the impli-
cations of our results and draw practical conclusions.

Methodology

We study stream depletion and aquifer drawdown induced by
groundwater extraction from a homogeneous leaky aquifer, in
which a pumping well is adjacent to a stream that is hydraulically
connected to an aquifer (Fig. 1). The aquifer is separated from a
deeper source bed by an aquitard. Such hydrogeological conditions
are quite common, as discussed by Zlotnik (2004). The following
three subsections present two alternative approaches to compute
depletion rate, drawdown, and their sensitivities under conditions
of either negligible (“Solutions for negligible source-bed draw-
down”) or non-negligible (“Two-dimensional simulations for
non-negligible source-bed drawdown” and “Three-dimensional
simulations for non-negligible source-bed drawdown”) drawdown
in the source bed. “Optimization of pumping-test design” summa-
rizes the optimization methodology of Christensen et al. (2009) for
pumping-test design. In the following, we use the terms “stream
depletion” and “stream depletion rate” interchangeably to improve
readability.

Solutions for negligible source-bed drawdown

Zlotnik and Tartakovsky (2008) derived analytical solutions to
compute rate of stream depletion and drawdown in the aquifer
by assuming that flow in the aquifer is horizontal, drawdown in
the source bed is negligible, and the flow domain is infinite. Analyt-
ical expressions for the dimensionless stream depletion rate, qg,
and the dimensionless drawdown in the aquifer, ¢4, are given
respectively by Eqgs. (22) and (17) of Zlotnik and Tartakovsky
(2008),
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Fig. 1. A schematic representation of the stream-aquifer-aquitard-source bed
system and the major hydrological parameters for the solutions of Zlotnik and
Tartakovsky, 2008. Explanation of the symbols follows Eq. (3).

These expressions contain dimensionless parameters
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where Q is the pumping rate, q is the stream depletion rate, ¢ is the
drawdown, T is the aquifer transmissivity, S is the aquifer storativ-
ity, [ is the distance between the well and the stream, x and y are the
Cartesian coordinates, t is the time elapsed since pumping com-
menced, z, is the leakage coefficient of the aquitard, and 1 is the
stream-bed conductance. The leakage coefficient can be computed
as zq = kqo/mg, where k, and m, are the hydraulic conductivity and
the thickness of the aquitard, respectively. The stream-bed conduc-
tance can be represented as /. ~ ksw;/m; where ks, wg, and m; are the
hydraulic conductivity, the width, and the thickness of the stream
bed, respectively.

The sensitivity of stream depletion with respect to the trans-
missivity T quantifies the change in stream depletion in response
to slight changes in T. It is defined by the derivative 0q/doT and
can be computed analytically by differentiating (1) with respect
to T. Similarly one can derive analytical expressions for the sensi-
tivities of the depletion rate with respect to the other hydrogeo-
logic parameters, 9q/dS, 9q/d4, and 0q/dz,. Drawdown sensitivities
with respect to the hydrologic parameters, d¢/0T, d¢/[0S, 94 /04,
0¢[dz, can be obtained by differentiating (2). These analytical
expressions, which are presented in Christensen et al. (2009), are
used below to compute the depletion and drawdown sensitivities
when drawdown is negligible.

The limit of B; — oo corresponds to an impermeable aquitard, in
which cases (1) and (2) reduce to the non-leaky aquifer solutions
for depletion and drawdown given by Hunt (1999). Analytical
expressions for sensitivities for the Hunt solutions can be found
in Christensen (2000).

Two-dimensional simulations for non-negligible source-bed
drawdown

In the absence of analytical solutions for flow regimes with non-
negligible source-bed drawdown (Fig. 1), we rely on numerical
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simulations to compute stream depletion and aquifer drawdown in
both “infinite” and finite flow domains. These simulations were
carried out with MODFLOW-2000 (Harbaugh et al., 2000) for the
following values of the hydrogeologic parameters. The aquifer
(upper layer) has transmissivity T=1000m?/d and storativity
S=0.1. The distance between the pumping well and the stream
is 1=1000m, and the pumping rate is Q=1000m>/d. The
stream-bed conductance is 4 =1 m/d or 0.1 m/d, which corre-
sponds to /4 =1 or 0.1, respectively. The aquitard (middle layer)
has storativity 10™* and leakage coefficient z,=10">d"! or
1077 d~!, which corresponds to By =10 or 100, respectively. The
deep source bed (bottom layer) has storativity 10~* and transmis-
sivity which is a factor Ty =1, 10, 100, or 1000 times greater than
the aquifer transmissivity T. The stream stage and the initial
hydraulic head in all layers are set to 0 m. (The simulation results
were identical to those obtained by using a two layer MODFLOW-
2000 model with a confining bed.)

Constant head in all three layers was imposed along the bound-
aries of a square flow domain. Most of the results reported below
correspond to a square flow domain with the distance from the
well to the boundaries equal to 50,000 x [ in both the x and y direc-
tions. This precludes the simulated drawdown from reaching the
constant-head boundaries. The domain of this size is referred to
as “infinite” in the following. Another set of simulations was con-
ducted on a smaller square domain with the distance from the well
to the boundaries equal to 50 x I. This domain is referred to as
“finite”, since it allows drawdown to reach the boundaries and
cause inflow. Simulations in both domains employed a fine spatial
discretization around the well and along the stream (the order of
1 m), which is gradually made coarser (by using a factor of 1.5)
when moving towards the boundaries. The initial time step is
54.4 s and the subsequent 119 time steps increase by a factor of
1.2, adding up to a 107 day simulation period. Finally, the sensitiv-
ities were computed numerically by solving the sensitivity equa-
tions with MODFLOW-2000 (Hill et al., 2000).

For both infinite and bounded domains, the numerical simula-
tions with constant head in layer 3, i.e. without drawdown in the
source bed, yielded results of drawdown, stream depletion rate,
and their sensitivities that differ by less than a few percents from
their analytical counterparts given by (1) and (2) and the sensitiv-
ities derived from them. The maximum differences between the
numerical and analytical solutions are 1% for depletion, 5% for
drawdown, and up to 6% for their sensitivities.

Allowing hydraulic head in the bottom layer to vary, we reran
these two-dimensional (2D) numerical models to simulate the
development of drawdown in all three model-layers, rate of stream
depletion and the corresponding sensitivities with respectto T, S, 4,
Zq, and Ty.

Although the numerical model is set up in terms of dimensional
variables, the results are presented in dimensionless form. This is
done to indicate general applicability of the results for given dimen-
sionless input values, and it is the general results that are of interest
here. Dimensional results and conversion from dimensionless to
dimensional results can be found in Christensen et al. (2009).

Three-dimensional simulations for non-negligible source-bed
drawdown

To assess the impact of the assumption of horizontal flow, we
simulated three-dimensional (3D) flow with a numerical model
in which the aquifer, aquitard, and source bed are each subdivided
into five computational layers. The horizontal resolution for the
infinite domain is the same as that described in “Two-dimensional
simulations for non-negligible source-bed drawdown”. The upper
five model-layers, each 2 m thick, represent the pumped aquifer
with horizontal hydraulic conductivity K;=100m/d, vertical

hydraulic conductivity K, =1 m/d, specific yield S, =0.1, and spe-
cific storage Ss=10">m~'. This corresponds to transmissivity
T=1000 m?/d and storativity S=0.1 used in the two-dimensional
simulations described in “Three-dimensional simulations for
non-negligible source-bed drawdown”. The pumping well extracts
200m3/d from each of the five model-layers at the distance
I=1000 m from the stream. The stream is connected to model
layer 1 and has bed conductance 2 =1m/d, ie. /4=1.

The aquitard is represented by the five middle layers, each of
which is 2 m thick and has the horizontal and vertical hydraulic
conductivities K, = K, = 10~* m/d. This corresponds to the aquitard
leakage coefficient z,=10"°d"!. The specific storage is either
Ss=10m~' or 107*m~!, which results in storativity 10~ or
1073, respectively.

The deep source bed is represented with the five bottom layers,
each of which is 20 m thick and has the horizontal hydraulic conduc-
tivity K;, = 10 m/d or 10* m/d, which yields T;=1 or 1000, respec-
tively. In both cases, the vertical to horizontal hydraulic
conductivity anisotropy is 0.01 and the specific storage is
S;=10"°m™!, which corresponds to source-bed storativity S = 104,

Optimization of pumping-test design

Christensen et al. (2009) describe an optimization procedure
that can be used to identify optimum locations to observe draw-
down for pumping tests, whose purpose is either to make a predic-
tion dependent on the hydrogeologic parameters (here stream
depletion rate), or to estimate a particular hydrogeologic parame-
ter, or to estimate a linear combination of parameters. We use this
procedure to find optimal locations for observing drawdown, when
the purpose of the pumping test is to predict rate of stream deple-
tion caused by pumping.

Consider a pumping-test analysis that aims to estimate hydro-
geologic parameters, primarily T, S, 4, and z,, by fitting Eq. (2) to
a set of n observations of drawdown made at varying times and
locations. Let us assume that measurement errors in the n observa-
tions are uncorrelated and have zero mean and variance ¢2. Then
the 4 x 4 covariance matrix of the estimated (fitted) parameter
values can be approximated by (Seber and Wild, 1989)

C=C(T,S,4,z)) = a>(X'X) " (4)

The ith row of the n x 4 sensitivity matrix X = [0¢;/0T,d¢;/
03S,0¢;/04,0¢;/024);_1 , contains the sensitivities of the computed
drawdown corresponding to the time and location of the ith obser-
vation. The superscripts T and —1 in (4) indicate matrix transpose
and matrix inverse, respectively. The sensitivities are computed
either analytically or numerically following the procedures
described in “Solutions for negligible source-bed drawdown” and
“Two-dimensional simulations for non-negligible source-bed
drawdown”, respectively.

Stream depletion is predicted by using either Eq. (1) or numer-
ical modeling. The corresponding predictive uncertainty is quanti-
fied by the standard deviation of the prediction,

G =0VZ'CZ, (5)

where Z" = [0q,/0T, 8q,/0S, 9q,/04, dq,/0z,] is the (transposed)
vector of sensitivities of depletion with respect to the hydrogeologic
parameters.

A scaled standard deviation of the dimensionless depletion is
defined as

Oqds = O-qu/GT (6)

If parameters T, and K, are to be estimated in conjunction with
T, S, /, and z,, columns of d¢;/0T,; and d¢;/0K, must be included in
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the matrix X in (4), and the vector Z in (5) must be expanded to in-
clude elements 0qy/0T,; and 9qg4/0K,,.

The optimal locations to observe drawdown are defined as loca-
tions that minimize (5), i.e., make the uncertainty of the stream-
depletion prediction as small as possible. The approach to identify
these locations consists of the following steps:

1. Define the time at which the stream depletion rate g, is to be
predicted. This is the target prediction.

2. Define the number of observation wells, duration of observa-
tions, and frequency with which drawdown is to be observed.

3. Find locations of the observation wells, which minimize the
standard deviation of the target prediction o4

The results presented below correspond to predictions of
stream depletion at short, intermediate, and long times after
pumping has been initiated. Unless indicated otherwise, we use
two observation wells and an observation period starting at
ts=1073 and ending at t;=10? (these values were found to be
nearly optimal by Christensen et al., 2009). In all cases, the obser-
vation frequency is 10 observations per decade evenly spaced
when time is logio-transformed. To find the global minimum of
044> We used the CMAES_P code (Doherty, 2008), which is an
implementation of the CMA-ES global optimization scheme by
Hansen and Ostermeier (2001). (Note that minimization of g is
nontrivial since it is a nonlinear function of the well locations.)
We applied the search strategy suggested by Christensen et al.
(2009), in which a search for optimum well locations is conducted
only along the line perpendicular to the stream passing through
the pumping well. This proved to be an efficient and accurate strat-
egy (Christensen et al., 2009).

Results and discussion

The analytic solutions for drawdown and depletion developed
by Zlotnik and Tartakovsky (2008) are based on the assumptions
that flow in the aquifer is 2D and that drawdown is insignificant
in the deep source bed. To test the validity of these assumptions,
and to analyze their impact on the predicted stream depletion rate,
drawdown, and sensitivities, as well as on identification of the
optimal locations to observe drawdown during a pumping test,
we conduct a series of numerical experiments. The analytical solu-
tions and their numerical counterparts are compared for several
hydrogeologic settings that were chosen from those presented by
Christensen et al. (2009).

Stream depletion rate and its sensitivities

Fig. 2 compares the dimensionless stream depletion rate and its
sensitivities computed analytically (the solid curves) with their
numerical counterparts (the dashed curves). Two analytical solu-
tions are presented: the Hunt (1999) solution, which both disre-
gards leakage in the aquifer and ignores the source bed; and the
Zlotnik and Tartakovsky (2008) solution, which allows for leakage
in the aquifer but assumes that drawdown in the source bed is neg-
ligible. Consequently, the former solution is independent of both z,
and Ty while the latter solution is independent of T; only. The
numerical solutions are for the infinite domain in which draw-
down is allowed to develop in all three hydrogeologic units. The
transmissivity of the source bed varies from being equal to the
transmissivity of the pumped aquifer (T; = 1) to being 1000 times
greater (T; = 1000). In all simulations, we set B;=10 and /4 = 1.

One can see that the depletion and its sensitivities computed
with the Hunt and Zlotnik-Tartakovsky solutions are similar at
early times, diverge after some time of pumping, and reach differ-

ent large-time asymptotes (except for the sensitivity with respect
to storativity S). The differences in the two sets of curves stem from
different physical processes captured by the corresponding mod-
els. In the Hunt solution pumping at steady state is compensated
only by leakage from the stream, while in the Zlotnik-Tartakovsky
solution the deep source bed represents another potential source.

For early times, the analytical solutions are in good agreement
with their numerical counterparts. The agreement deteriorates at
intermediate times, with the Zlotnik-Tartakovsky solutions
providing a reasonable approximation for longer periods of time.
At late time, the numerical simulations yield the asymptotic values
predicted by the Hunt solution. This occurs after drawdown has
developed so that all pumping is compensated by leakage from
the stream; at this stage, the source bed acts as another
layer through which water can flow from the stream towards the
well.

Let [t1, t2] denote the time interval between time t;, at which
the analytical and numerical solutions start to diverge, and time
t,, at which the numerical solutions reach the asymptotes
predicted by the Hunt solution. Fig. 2 reveals that the length of this
interval depends on the transmissivity of the source bed. If the
source-bed transmissivity is equal to the aquifer transmissivity,
then the numerical solutions are generally very similar to the Hunt
curves for the entire time range. On the other hand, if the source
bed has a transmissivity that is three orders of magnitude larger
than that of the aquifer, then the numerical solutions follow the
Zlotnik-Tartakovsky curves closely until dimensionless time
ty~ 100 while it takes further four-to-six orders of magnitude
before they converge towards the Hunt curves.

We have obtained results that are qualitatively similar to those
presented in Fig. 2 for other values of By and 44. As the value of
stream-bed conductance 44 decreases, the disagreement between
the Hunt and Zlotnik-Tartakovsky solutions increases for interme-
diate and large times. The numerical solutions for various values of
T4 remain close to the Zlotnik-Tartakovsky curves at early times,
and converge towards the Hunt curves at late times.

For smaller By (i.e. for less permeable aquitards), the disagree-
ment between the Hunt and Zlotnik-Tartakovsky curves is less
pronounced, and both are closer to the numerical solutions. The
value of t; is larger, because drawdown in less permeable aquitards
takes longer to develop.

The numerical simulations reported in Fig. 2 are based on the
assumptions that flow in the aquifer and the source bed is horizon-
tal and flow through the aquitard is vertical (see “Two-dimensional
simulations for non-negligible source-bed drawdown”). These
assumptions of quasi-2D flow were verified with the 3D simula-
tions described in “Three-dimensional simulations for non-negligi-
ble source-bed drawdown”. We found the difference between the
solutions obtained with the 2D and 3D simulations to be negligible.
The largest discrepancies are between the predictions of sensitivi-
ties with respect to A (less than 3%) and T (less than 6%).

The 3D flow model was also used to compute the sensitivity of
depletion to parameters that are not included in the 2D model. We
found that the dimensionless sensitivity of depletion with respect
to the vertical hydraulic conductivity of the aquifer, K, is an order
of magnitude smaller than all other sensitivities shown in Fig. 2.
Likewise, the sensitivities with respect to the vertical hydraulic
conductivity of the source bed and to the specific storage of the
aquifer, aquitard, and source bed are three orders of magnitude
smaller. This suggests that stream depletion is only mildly depen-
dent on K, and, for practical purposes, is independent of both the
specific storage of the three hydrostratigraphic units and the
vertical conductivity of the source bed.

Fig. 3 shows the dimensionless stream depletion rate and its
sensitivities computed in a hydrogeological setting that is identi-
cal to that used in Fig. 2, except that the flow domain is finite. In
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Fig. 2. The dashed curves show dimensionless stream depletion rate and dimensionless sensitivities of stream depletion rate when B, = 10, /4 = 1, drawdown can develop in
the source bed, and the flow domain is “infinite”. Curves are shown for four different values of dimensionless source-bed transmissivity, T, = 1, 10, 100, and 1000. The solid
line curves show results computed on basis of the analytical models of Hunt (1999) and Zlotnik and Tartakovsky (2008), respectively.

this case, drawdown at steady state extends to the boundaries,
which therefore act as sources of groundwater flow. Fig. 3 dem-
onstrates that for T; = 1000 and 100 the depletion and sensitivity
curves predicted with the Zlotnik-Tartakovsky solution and
numerical simulations are nearly identical, for T; = 10 the numer-
ical solutions fall between the Zlotnik-Tartakovsky and Hunt
curves, and for T;=1 the numerical solutions are close to those
predicted with the Hunt solution. Thus, in situations where the
deep source-bed drawdown is not negligible, the closer the con-
stant-head boundaries are to the pumping well, the more accu-
rate the predictions of depletion (and its sensitivities) based on
the Zlotnik-Tartakovsky solution become. For a given distance be-
tween the boundaries and the well, the Zlotnik-Tartakovsky
curves provide a good approximation of stream depletion rate
as long as Ty, which represents the ratio of the transmissivities
of the source bed and the aquifer, exceeds a certain threshold
value (which in Fig. 3 is about 100). The smaller the distance,
the smaller is this threshold value.

Aquifer drawdown and its sensitivities

Fig. 4 shows dimensionless drawdown and sensitivities in the
aquifer at a location beneath the stream, (x4, ¥4) = (0, 0). The hydro-
geologic setting is the same as that used in Fig. 2: the flow domain
is infinite, B; = 10, and /4 = 1. The analytical and numerical predic-
tions of dimensionless drawdown and its sensitivities with respect
to transmissivity T and storativity S are in good agreement. Differ-
ences between the numerical and analytical curves of the sensitiv-
ity with respect to the stream-bed conductance 2 and the aquitard
leakage coefficient z, are more pronounced at later times, say, at
ty > 10. For a relatively large source-bed transmissivity (e.g., for
Ty > 10), the numerically computed sensitivity curves, which
account for the source-bed drawdown, are very similar to the sen-
sitivity curves derived from the Zlotnik and Tartakovsky (2008)
solution, which assumes drawdown in the source bed to be negli-
gible. For source beds with small Ty, the numerical curves are more
similar to the Hunt curves. It is worthwhile pointing out that these
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Fig. 3. The dashed curves show dimensionless stream depletion rate and dimensionless sensitivities of stream depletion rate when B, = 10, /4 = 1, drawdown can develop in
the source bed, and the flow domain is finite. Curves are shown for four different values of dimensionless source-bed transmissivity, T4 = 1, 10, 100, and 1000. The solid line
curves show results computed on basis of the analytical models of Hunt (1999) and Zlotnik and Tartakovsky (2008), respectively.

findings are, to a large extent, in agreement with the results of
Neuman and Witherspoon (1969a), who studied pumping in a
two-aquifer system without a stream. Their results suggest that
drawdown in the pumped aquifer can be neglected if T, > 100.

Fig. 4 also demonstrates that drawdown sensitivity with respect
to source-bed transmissivity T, is two orders of magnitude smaller
than that with respect to aquifer transmissivity T. The T4-sensitiv-
ity curves are similar in shape to the z,-sensitivity curves, but are
shifted to the right by about a decade. This implies that the pump-
ing test duration that is required to estimate T, from drawdown
observations has to be an order of magnitude larger than that re-
quired to estimate z,. Consequently, it is difficult (if not impossi-
ble) to estimate the source-bed transmissivity from observations
of the aquifer drawdown.

While not shown in Fig. 4, the aquifer drawdown and its sensi-
tivities for other values of By and /4 exhibit similar behavior. As /4
decreases, the discrepancy between the Zlotnik-Tartakovsky
curves, the Hunt curves, and the numerical solutions increases.
The discrepancy between the three solutions decreases as By
increases.

The effect of the finite size of the flow domain is to shift slightly
the drawdown and its sensitivities computed numerically towards
the Zlotnik-Tartakovsky curves. For the hydrogeologic parameters
used in Fig. 4, the shift is barely visible. This suggests that draw-
down observations alone make it difficult (or impossible) to iden-
tify head-dependent sources of groundwater flow other than the
nearby stream.

We conducted a series of 3D simulations to investigate the
validity of the assumptions of quasi-2D flow underlying the analyt-
ical and numerical solutions shown in Fig. 4. In the 3D simulations,
observation wells were placed in the top layer of the numerical
model (see “Three-dimensional simulations for non-negligible
source-bed drawdown”), reflecting typical field conditions. The
discrepancy between the 2D and 3D solutions did not exceed 2%
throughout much of the flow domain. Close to the pumping well
(dimensionless distance smaller than 0.05 for the hydrogeologic
parameter values used to compute the curves in Fig. 4), the 2D
and 3D simulations lead to slightly more pronounced differences
in the early-time part of the drawdown and sensitivity curves.
The difference between the drawdown (and its sensitivities)
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Fig. 4. The dashed curves show dimensionless drawdown and dimensionless sensitivities of drawdown at (x4, y4) = (0, 0) when B; = 10, 44 = 1, drawdown can develop in the
source bed, and the flow domain is “infinite”. Curves are shown for four different values of dimensionless source-bed transmissivity, T4 = 1, 10, 100, and 1000. The solid line
curves show results computed on basis of the analytical models of Hunt (1999) and Zlotnik and Tartakovsky (2008), respectively.

computed with the 2D and 3D simulations is smaller, if “observa-
tions” are made at the bottom of the pumped aquifer (in the fifth
model-layer). It is worthwhile pointing out that the value of 0.05
for the dimensionless distance from the pumping well might be
different for other values of hydrogeologic parameters.

The 3D simulations were used to compute drawdown sensitiv-
ity with respect to vertical hydraulic conductivity K,, which cannot
be computed with 2D simulations. The sensitivity of drawdown to
K, beneath the stream, (x4, y4) = (0, 0), has the opposite sign and the
same order of magnitude as the sensitivity to z,. We therefore con-
clude that drawdown in the upper part of the aquifer near the
stream, where flow has a vertical component, is sensitive to K,.

Finally, we used the 3D simulations to quantify the effects of
different values of aquitard storativity on predictions of aquifer
drawdown. These simulations revealed that for large source-bed
transmissivity (T4 = 1000), drawdown and its sensitivities are unaf-
fected by an order-of-magnitude change in aquitard storativity. For
small source-bed transmissivity (T;=1), an order-of-magnitude
change in aquitard storativity causes late-time aquifer drawdown

to increase slightly at the stream, as do its sensitivities to T, S,,
K,, and z,; while its sensitivity to A slightly decreases. At the same
time, early-time (e.g., for t;<0.1 for a dimensionless distance of
0.05) aquifer drawdown near the pumping well, and its sensitivity
to T, increase somewhat, while its sensitivity to S, decreases. Else-
where in the flow domain, drawdown and its sensitivities (e.g. the
ones shown in Fig. 4) are insensitive to an order-of-magnitude
change of aquitard storativity.

Optimal locations to observe drawdown

Table 1 shows the optimal locations to observe drawdown,
which were identified with the numerical simulations for the infi-
nite flow domain. In the optimization procedure used to obtain
these results we assumed that only T, S, /, and z, have to be esti-
mated from the pumping-test analysis; that the number of obser-
vation wells during the test is two; and that observations of
drawdown stop at dimensionless time (g sop = 100. We also set
By=10, 44 to 1.0 or 0.1, and T4 to 1, 10, 100, or 1000. In each case,
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Table 1

CMAES_P optimization of well locations when prediction variance, 6,45, is minimized
for stream flow prediction, qq(tq_qa). Optimization is based on 2D flow simulations for
an “infinite” domain (length and width equal 100,000 x I) and ¢44s dependency on T,
S, 4, and z, sensitivities. However, for Ty —» o the sensitivities were computed using
analytical solutions derived from Zlotnik and Tartakovsky (2008) solutions.

Table 2

CMAES_P optimization of well locations when prediction variance, 445, is minimized
for stream flow prediction, q4(tq_qq). Optimization is based on 2D flow simulations for
a finite domain (length and width equal 100 x I) and ¢44s dependency on T, S, /, and z,
sensitivities. However, for T, — oo the sensitivities were computed using analytical
solutions derived from Zlotnik and Tartakovsky (2008) solutions.

By d (i1 gz Ty Two observation wells By Jd (i1 gz Ty Two observation wells
Xd,wl xd,WZ O—qu Xd,wl Xd,wZ O—qu
10 1 10 oo 0.00 3.30 1.83 10 1 10 oo 0.00 3.30 1.83
1000 0.00 3.36 1.82 1000 0.00 3.36 1.84
100 0.00 3.34 1.81 100 0.00 3.33 1.83
10 0.00 3.31 1.78 10 0.00 3.27 1.80
1 0.00 3.28 1.75 1 0.00 3.20 1.76
10 1 10° oo 0.10 4.86 473 10 1 10° oo 0.10 4.86 473
1000 0.10 467 3.99 1000 0.08 5.12 474
100 0.09 4.69 2.86 100 0.07 5.09 4.11
10 0.04 4.69 1.28 10 0.09 4.35 2.18
1 0.00 3.46 0.40 1 0.00 3.61 0.51
10 1 10° oo 0.10 4.86 473 10 1 10° oo 0.10 4.86 473
1000 0.05 469 1.16 1000 0.08 5.09 474
100 0.02 4.05 0.29 100 0.07 5.07 4.00
10 0.07 2.64 .084 10 0.05 4.49 1.29
1 0.00 2.49 034 1 0.00 2.51 0.13
10 0.1 10 oo 0.00 2.02 2.23
1000 0.00 2.03 2.20
100 -0.01 2.04 2.20 transmissivity T, especially when the stream-bed conductance is
1? g:gg ;g; ;f; large, 24 = 1. For Ty =1 or 10, the optimized distance between the
5 stream and the second observation well (x4 ) is almost half of
10 01 10 %00 _g'g? 53; ;‘gg that for T;=1000 and T; — co. This is because the sensitivities of
100 0.00 234 6.94 qa(tq = 10°), especially with respect to 1 and z,, depend significantly
10 -0.01 2.28 6.66 on Ty (Fig. 2).
1 0.00 225 5.68 Table 2 presents the optimal locations to observe drawdown
10 0.1 10° 00 0.00 2.37 7.06 computed with the numerical simulations for the finite flow do-
1000 0.00 224 6.48 main. Comparison of the corresponding results presented in Tables
1?0 O'O? ;-"7’ ‘2‘;2 1 and 2 reveals that for t; 44 = 10° the optimal locations identified
(1) 78 80 2:?6 104 from the Zlotnik and Tartakovsky (2008) solution are closer to those

the optimization was carried out for three target predictions of
stream depletion rate, i.e., for depletion at dimensionless times
td_qa= 10, 10%, and 10°. Table 1 also contains the optimal locations
predicted from the Zlotnik-Tartakovsky solutions with infinitely
large source-bed transmissivity, Tqy — cc.

Table 1 reveals that for predictions of early-time stream deple-
tion (t4_qq = 10) the optimal locations to observe drawdown do not
depend on the source-bed transmissivity: one observation well
should be located near the stream (x4 .1 ~ 0.0), and the other
should be located behind the pumping well (x4 > > 1.0) with the
distance from the well increasing with ;. The optimal locations
are insensitive to the source-bed transmissivity, because the
early-time stream depletion is not affected by leakage from the
source bed. This is confirmed by Fig. 2, which shows that at
ty =10 the values of depletion g4 predicted with the Hunt (1999)
solutions, the Zlotnik and Tartakovsky (2008) solutions, and the
numerical simulations are nearly identical; the sensitivity of deple-
tion with respect to T, S, and 4 is significant, while the sensitivity
with respect to z, is small.

For predictions of intermediate-time stream depletion
(taga= 103), the optimal locations to observe drawdown depend
weakly on the source-bed transmissivity: the minimized value of
044 decreases slowly with the source-bed transmissivity Ty, and
the optimized location of the second well (x4 ) is somewhat clo-
ser to the pumping well for T;=1 and /4 = 1.0 or 0.1, as well as for
T,=10 and /4 = 0.1. However, for practical purposes, the opti-
mized locations can be viewed as independent from a value of
the source-bed transmissivity.

For predictions of late-time stream depletion (tq_qqa= 10°), the
optimal locations depend quite significantly on the source-bed

computed with the numerical simulations for the finite domain (Ta-
ble 2) than to those for the infinite domain (Table 1). The depen-
dence of the optimal observation locations on the source-bed
transmissivity diminishes as the distance between the pumping
well and the constant-head boundaries becomes smaller.

The optimization results discussed above are based on the
assumption that only T, S, /, and z, have to be estimated by draw-
down analysis. This is problematic since we found predictions of
stream depletion to be sensitive to Ty and K, as well, and the sen-
sitivity of aquifer drawdown to T, to be small. The latter finding
suggests that estimations of T; from drawdown observations are
highly uncertain, as are predictions of stream depletion based on
such estimates. A way to reduce this predictive uncertainty is to
observe drawdown in the source bed during the pumping test.

This strategy yields the optimal drawdown observation loca-
tions presented in Table 3. The optimization procedure used to ob-
tain these results relied on three observation wells and assumed
that T; has to be estimated by drawdown analysis together with
T, S, /, and z,. Two of the observation wells have to be located in
the aquifer (to estimate T, S, 4, and z,), and one has to be located
in the source bed (to estimate T,). Table 3 shows locations for
the three wells that have been obtained alternatively with either
a simultaneous optimization or a two-step sequential optimization
procedure. The sequential optimization treats the locations of the
two wells in the aquifer (Table 1) as optimal, and optimizes only
the location of the deep well, X4 wdeep-

For early-time predictions of stream depletion (tq_q¢ = 10), the
optimal locations to observe aquifer drawdown (Table 3) are iden-
tical to those reported in Table 1. This is because early-time stream
depletion is insensitive to the source-bed transmissivity Ty. The
prediction uncertainty oqq is therefore nearly unaffected by the
estimation of T, and the location of the deep observation well.
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Table 3

349

CMAES_P optimization of well locations when prediction variance, 6445, is minimized for stream flow prediction, qq(tq_qq). Optimization is based on 2D flow simulations for an
“infinite” domain (length and width equal 100,000 x I) and o4 dependency on T, S, 4, z, and Ty sensitivities. Three well locations are optimized: two wells are located in the
aquifer (x4 w1 and X4 w2) and one well is located in the source bed (x4_wdeep)- The locations are either optimized simultaneously or sequentially. For sequential optimization the

location of the two wells in the aquifer are identical to those listed in Table 1.

By d ta_qa Ty Simultaneous optimization Sequential optimization
Xd_wi1 Xd_w2 Xd,wdeep (qus Xd,wdeep qus
10 1 10 1000 0.00 3.36 1.33 1.86 133 1.86
100 0.00 3.33 0.28 1.82 1.46 1.82
10 0.00 3.31 8.00 1.80 9.22 1.80
1 0.00 3.28 1.10 1.77 15.6 1.77
10 1 10° 1000 0.00 7.52 1.34 334 1.33 335
100 0.00 6.43 1.34 11.0 1.34 11.0
10 0.10 4.69 1.39 3.33 1.47 3.62
1 0.08 4.69 3.46 1.17 9.33 2.50
10 1 10° 1000 1.03 23.1 1.35 118. 1.34 120.
100 0.00 8.16 1.31 11.2 1.34 114
10 0.01 6.44 1.39 0.74 1.49 1.07
1 0.08 4.69 4.02 135 9.36 345
Table 4

CMAES_P optimization of well locations when prediction variance, 6445, is minimized for stream flow prediction, qq(tq_gq). Optimization is based on 3D flow simulations for an
“infinite” domain (length and width equal 100,000 x I) and o445 dependency on T, S, 4, z, and K, sensitivities. The wells are all located in the aquifer.

Bg 2d td_qa Tq Two observation wells, 3D flow, Z; unknown Three observation wells, 3D flow, Z; unknown
Xd_wi Xd_w2 Ogqds Xd_wi Xd_w2 Xd_w3 Ogqds
10 1 10 1000 -0.22 3.58 2.04 0.00 0.92 4.68 1.45
1 -0.22 3.45 1.95 0.00 0.93 3.45 1.46
10 1 10° 1000 0.19 3.84 4.26 0.00 1.00 4.53 3.68
1 -0.22 3.96 0.48 0.00 1.04 4.35 0.37
10 1 10° 1000 -0.22 6.08 1.32 0.00 1.04 4.69 1.10
1 -0.22 2.69 .040 0.00 0.93 3.45 .026

For predictions of intermediate- and late-time stream depletion
(taqa=10° and ty 4q=107), the optimization results in Table 3
show that the location of the observation well in the deep source
bed can be optimized sequentially. Indeed, the prediction uncer-
tainty is hardly reduced by using simultaneous instead of sequen-
tial estimation. The optimal location of the deep well is behind the
pumping well. The values of 644 in Table 3 are one-to-two orders of
magnitude larger than the corresponding values in Table 1. Thus
even if the source-bed drawdown were observed, estimates of T,
will be highly uncertain, and the uncertainty in T4 will dominate
prediction uncertainty. The transmissivity of the deep source bed
should therefore be estimated by means other than a pumping test
conducted in the upper aquifer. The optimization results in Table 1
show that for B; =10 and 44 = 1 the error of a T; estimate must be
less than an order of magnitude in order not to bias the optimiza-
tion results, whereas for B; =10 and /; = 0.1 one order of magni-
tude error in Ty does not cause significant optimization bias.

Table 4 provides the optimal observation locations based on the
assumption that K,, the vertical hydraulic conductivity of the aqui-
fer, has to be estimated by drawdown analysis together with T, S, 4,
and z,. For two observation wells, it is optimal to locate one well at
some distance across from the stream, and the other behind the
pumping well. Thus if K, is to be estimated from the pumping test,
the optimal location of the first well shifts from the vicinity of the
stream (Table 1) to some distance away (Table 4). This shift is an
optimal compromise between observing drawdown at locations
most sensitive to A and observing drawdown at locations most sen-
sitive to K,. As a consequence, the prediction uncertainty o4q in-
creases by up to 20%.

If three observation wells are planned to be used to estimate T,
S, 4, zg, and K, it is optimal to locate the first at the stream, the sec-
ond close to the pumping well, and the third behind the pumping

well (Table 4). Observing drawdown close to the pumping well
provides information about K, and other parameters, so the predic-
tion uncertainty is reduced by up to 30% relative to that reported in
Table 1.

The results in Table 4 are found to be insensitive to an order-of-
magnitude (from 10~ to 10~3) change of aquitard storativity.

Summary and conclusions

Accurate and reliable predictions of stream depletion caused by
groundwater extraction require an accurate parameterization of a
mathematical model that reflects the actual hydrogeologic condi-
tions within a studied basin. Since parameter estimates must rep-
resent the scale of the cone of depression caused by pumping, they
are usually obtained from pumping tests.

Christensen et al. (2009) investigated an optimal design of
pumping tests in a leaky aquifer near a stream, with a goal to esti-
mate hydrogeologic parameters required for predictions of stream
depletion caused by pumping. Their analysis is based on the ana-
lytical solutions developed by Zlotnik and Tartakovsky (2008) un-
der assumptions of negligible drawdown in an underlying source
bed of a leaky aquifer, and horizontal flow in an infinite aquifer.

We conducted a series of two- (2D) and three-dimensional (3D)
numerical simulations to investigate the validity and applicability
range of these assumptions, as well as their implications for the
reliability of stream-depletion predictions. The (quasi)-2D simula-
tions relied on the assumptions that flow in the aquifer and the
source bed is horizontal and flow through the aquitard is vertical.
The fully 3D simulations remove these assumptions. We focused
on stream depletion rate, aquifer drawdown, their sensitivities to
hydrogeologic parameters, and on optimization of locations to
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observe drawdown during a pumping test. Our analysis leads to
the following major conclusions:

1. The 2D and 3D simulations yield essentially analogous pre-
dictions of stream depletion, aquifer drawdown, and their
sensitivities to major hydrogeologic parameters. This vali-
dates the assumptions that flow in the aquifer and the
source bed is horizontal and flow through the aquitard is
vertical.

2. If the source-bed transmissivity Ty is much smaller than the
aquifer transmissivity T (e.g., Ty < 0.1T), stream depletion,
aquifer drawdown, and their sensitivities are best described
by the Hunt (1999) solutions for a non-leaky aquifer. The
Zlotnik and Tartakovsky (2008) solutions should be used
when Ty is at least of the same order of magnitude as T.

3. In infinite flow domains, i.e., when external prescribed-head
boundaries do not affect groundwater pumping, the Zlotnik-
Tartakovsky solutions provide accurate predictions of
stream depletion and its sensitivities at small dimensionless
times, 0 < tg < t;. The agreement between the Zlotnik-Tarta-
kovsky solutions and their numerical counterparts starts to
deteriorate after time t;, which increases with the ratio T,/
T. At late times, t; > t,, the Hunt solutions coincide with their
numerical counterparts; the value of t, increases with Tj.

4. In bounded (finite) flow domains, the Zlotnik-Tartakovsky
solutions provide accurate predictions of stream depletion
and its sensitivities at all times, provided T, is sufficiently
large (two orders of magnitude larger than T in our exam-
ple). If this condition is not met, the numerical predictions
of stream depletion and its sensitivities fall between those
derived from the Zlotnik-Tartakovsky and Hunt solutions.

5. Stream depletion is sensitive not only to the stream-bed
conductance, the aquifer transmissivity and storativity, and
the aquitard leakage coefficient. It is also sensitive to the
source-bed transmissivity and, to a lesser degree, to the ver-
tical hydraulic conductivity of the aquifer. The latter two
parameters are not accounted for in the analytical solutions
of Zlotnik and Tartakovsky (2008) or of Hunt (1999). For
practical purposes, stream depletion can be viewed as inde-
pendent of both the specific storage of the aquifer, aquitard,
and source bed and the vertical hydraulic conductivity of the
source bed.

6. Aquifer drawdown and its sensitivities obtained from the
analytical solutions of Zlotnik and Tartakovsky (2008) and
Hunt (1999) are generally in close agreement with those
obtained with numerical simulations, being less affected
by T, and the flow domain size (finite or infinite). The latter
finding indicates that from observations of drawdown alone
it might be impossible to identify head-dependent ground-
water sources other than the nearby stream.

7. The low sensitivity of drawdown to the source-bed trans-
missivity Ty indicates that it is not feasible to estimate T,
solely from drawdown data. Such estimates are likely to be
highly uncertain, even if drawdown is observed in the source
bed. This conclusion is more far-reaching than that made by
Neuman and Witherspoon (1969b) for a system of leaky
aquifers not connected to a stream: “relying entirely on
drawdown data from the pumped aquifer is not sufficient
to characterize a leaky system”.

8. Neglecting drawdown within the source bed might affect
computed sensitivities and, hence, identification of optimal
locations to observe drawdown during a pumping test with
the optimization procedure of Christensen et al. (2009). This
procedure minimizes the target prediction variance, which
depends on drawdown sensitivities and prediction
sensitivities.

9. If the optimization target is to predict early-time stream
depletion, the assumption of negligible drawdown does
not affect the selection of observation locations, because
stream depletion at this stage is not significantly influenced
by the source bed leakage. If the target is to predict interme-
diate-time stream depletion, the implications of this
assumption are of no practical importance. If the target is
to predict late-time stream depletion, this assumption is
important when the aquifer has a strong hydraulic connec-
tion to both the stream and the deep source bed, and Ty is
sufficiently small (not exceeding 100T). However, the signif-
icance of this assumption is considerably weakened by the
presence within the cone of depression of head-dependent
sources of groundwater recharge other than the stream.

10. In principle, two and/or three-dimensional numerical simu-
lations can replace their analytical counterparts in the opti-
mization procedure of Christensen et al. (2009), obviating
the need for simplifying assumptions of the negligible
source-bed drawdown and horizontal flow. However, this
would require one to obtain independent estimates of the
source-bed transmissivity T, and the vertical hydraulic con-
ductivity of the pumped aquifer K,. Our analysis showed that
estimates of T, are usable as long as their estimation errors
do not exceed an order of magnitude, and that including K,
into the optimization procedure does not lead to significant
changes in the optimal design of an observational network.
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