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Abstract Nitrification-denitrification processes in the hyporheic zone control the dynamics of dissolved
inorganic nitrogen (DIN) species and can lead to production of nitrous oxide, which contributes to the
greenhouse effect. We consider DIN dynamics in an advection-dominated regime, wherein transport and
reactions occur along streamlines crossing hyporheic sediments. Our focus is on the impact of uncertainty
in both stream water quality and rate constants of the subsurface reactions on predictions of DIN
concentrations. We derive equations for a joint probability density function (PDF), and corresponding
marginal PDFs and cumulative distribution functions (CDFs), of the species concentrations. Their derivation
requires a novel closure, which depends on the mean and (co)variance of the species concentrations.
We use streamline coordinates to reduce the dimensionality of the PDF/CDF equations and, hence,
the computational effort of solving them. For the sake of completeness, we also present similar equations
in Cartesian coordinates. By providing a complete probabilistic description of species concentrations
at the bedform scale, our PDF/CDF equations allow one to evaluate the impact of random spatiotemporal
variability in the inputs on the DIN dynamics. They yield physically based prior distributions for data
assimilation and can be deployed to guide measurement campaigns by identifying regions with the largest
predictive uncertainty.

1. Introduction

The hyporheic zone (HZ) is an important hot spot for biochemical processes that transform, decompose,
and uptake solutes, thus modifying water quality (Gooseff, 2010, and references therein). Channel morphol-
ogy induces near-bed pressure variations at the water sediment interface, which give rise to a so-called
pumping process, one of the main mechanisms responsible for hyporheic flow (e.g., Elliott & Brooks, 1997;
Tonina & Buffington, 2007). This mechanism causes surface water to enter the streambed sediment in down-
welling areas (high-pressure zones) and to exit it in upwelling areas (low-pressure zones), thus creating a
constantly cycling connection between surface and subsurface riverine environments (Gooseff, 2010, and
references therein).

Numerous investigations analyzed hyporheic flow induced by “pumping” in two- and three-dimensional bed-
form morphologies (e.g., Tonina, 2012, and references therein). These studies were used to predict the fate
and transport of key biogeochemical species, such as dissolved oxygen (DO), carbon (C), phosphorous (P),
and nitrogen (N), under constant and periodic boundary conditions (e.g., Boano et al., 2014, and references
therein). We supplement such analyses by focusing on dissolved inorganic nitrogen (DIN) species, that is,
ammonium NH+

4 and nitrate NO−
3 , whose dynamics determines both stream eutrophication conditions (Smith

et al., 1999) and nitrous oxide (N2O) emissions (Beaulieu et al., 2011). Nutrient enrichment in the form of NH+
4

and NO−
3 increases metabolic activities of stream-hyporheic water. The latter, in turn, accelerates DO consump-

tion (Peterson et al., 2001), thus controlling the spatial arrangement of oxic and anoxic areas in the HZ (Briggs
et al., 2013). This influences nitrification-denitrification processes: Nitrification converts NH4 to NO3 under oxic
conditions, and denitrification converts NO3 to N2O under both oxic and anoxic conditions (Beaulieu et al.,
2011). N2O is one of the most important greenhouse gases contributing, for example, to the stratospheric
ozone destruction (Ravishankara et al., 2009).

Current models of DO and DIN dynamics in the HZ assume either constant or periodically varying in-stream
loads and constant reaction rate coefficients (Tonina et al., 2015), thus ignoring the impact of their variability
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on the overall dynamics. Uncertainty about the role of these driving forces (boundary and initial condi-
tions) on the overall N2O emissions, together with paucity of available data (field measurements are often
time-consuming and costly; Baulch et al., 2011), motivates the development of quantitative methods that
leverage the knowledge of appropriate physical and chemical laws to statistically characterize the global
N2O budget.

We adopt a probabilistic framework to quantify the impact of uncertainty in both the (possibly time variant)
composition of river water and the rate constants controlling the key chemical reactions on predictions of the
nitrogen cycle and, in particular, on predictions of N2O emissions at the bedform scale (with NO−

3 being the
primary source of N2O). In so doing, we treat the rate constants and the uncertain initial/boundary conditions
as random variables, so that the governing transport equations become stochastic. Their solutions are given
in terms of joint probability density functions (PDFs) of the species concentrations or, equivalently, in terms
of corresponding cumulative distribution functions (CDFs).

Monte Carlo simulations (MCS) can be used to estimate the PDFs/CDFs of species concentrations or, as is usu-
ally done, their ensemble moments such as mean and variance. MCS are conceptually straightforward, easy to
implement, and robust; yet they are computationally intensive especially when they are used to compute full
PDFs. The computational cost of MCS increases with the number of uncertain parameters and their variance.
Moment differential equations (MDEs), that is, deterministic equations for statistical moments (mean and
covariance) of solute concentration, provide an alternative to MCS. An extensive body of literature devoted
to MDEs for transport of passive and reactive solutes includes Cushman (1997), Dagan and Neuman (1997),
and Hu et al. (2002). (We are not aware of the use of MDEs in the context of biochemical transformations in
the HZ.) MDEs can be more efficient than MCS but provide only partial probabilistic information (e.g., mean
and variance, rather than a full PDF).

The method of distributions (Tartakovsky & Gremaud, 2016) is another alternative to MCS, which overcomes
this limitation of MDEs by deriving a deterministic differential equation for either PDF or CDF of solute
concentration, rather than its first two moments. The PDF/CDF equations are exact for advection-reaction
single-species transport in deterministic velocity fields regardless of the linear or nonlinear nature of the reac-
tion term (Boso et al., 2014; Lichtner & Tartakovsky, 2003; Venturi et al., 2013). The presence of diffusion and/or
dispersion requires a closure approximation (Boso & Tartakovsky, 2016).

We further develop this approach by deriving a partial-differential equation for the joint PDF of the con-
centrations of the reacting species involved in DIN transformations in the HZ. Our closures are constructed
to guarantee that the resulting PDFs have the same mean and variance as those computed with the corre-
sponding MDEs. In section 2, we present a general formulation of the PDF equations for multicomponent
reactive transport, alternatively written in the streamline (section 2.2) and Cartesian (Appendix D) coordi-
nates. This approach is used to model DIN transformations in the HZ (section 3) and compared with MCS in
section 4 for a linear reaction case and a given flow field. Section 5 summarizes major conclusions drawn from
our analysis.

2. Materials and Methods

Governing equations for water flow and transport of dissolved interacting compounds in a saturated alluvial
pack are formulated in section 2.1. In section 2.2, we present equations for the joint PDF of these species and
for the marginal CDF of each compound.

2.1. Flow and Reactive Transport Within the HZ
2.1.1. Fluid Flow
Under steady-state conditions, hyporheic flow is described by a groundwater equation

∇ ⋅ j = 0, j = −k∇h, (1)

where j(x) is the Darcy velocity, h(x) is the hydraulic head, and k(x) is the hydraulic conductivity tensor of the
alluvium. For spatially heterogeneous conductivity fields, (1) must be solved numerically (Hester et al., 2013).
However, sand-bedded streams are typically characterized by low heterogeneity (Tonina et al., 2016) and,
hence, can be treated as homogeneous and isotropic so that k = KI, where I is the identity matrix. With these
assumptions, analytical solutions of (1) have been derived for a two-dimensional dune (Elliott & Brooks, 1997;
Marzadri et al., 2016; Packman & Brooks, 2001) or a ripple (Stonedahl et al., 2010) and for three-dimensional
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pool-riffle morphology (Marzadri et al., 2010). Such solutions yield analytical expressions for macroscopic flow
velocity u(x) = j(x)∕𝜃, where 𝜃 is the streambed porosity.
2.1.2. Solute Transport
Concentration ci(x, t) of an ith dissolved species satisfies an advection-dispersion-reaction equation

𝜕ci

𝜕t
+ ∇ ⋅

(
uci

)
= ∇ ⋅

(
D∇ci

)
+ ri(c;p), i = 1, ⋅ ⋅ ⋅,Nc, (2)

where Nc is the number of reacting species, the dispersion tensor D = D(Dm, u;𝜶) accounts for molecular dif-
fusion (Dm) and hydrodynamic dispersion that depends on the magnitude of macroscopic velocity u = |u|
and dispersivity tensor 𝜶. The reaction term ri can involve any subset of the species concentrations set
c = {c1, ⋅ ⋅ ⋅, cNc

} and is parameterized by a set of kinetic rate constants p. When transverse dispersion is
negligible, (2) is recast in streamline coordinates as (e.g., Gelhar & Collins, 1971)

𝜕ci

𝜕t
+ 𝜈

𝜕ci

𝜕𝜏
= dL

𝜕2ci

𝜕𝜏2
+ ri(c;p), 𝜈 = 1 + (dL + dm)

𝜕u
𝜕s

, 𝜏 = ∫
s(a)

0

ds′

u(s′)
; i = 1, ⋅ ⋅ ⋅,Nc, (3)

where the travel time 𝜏 is specific of each streamline originating at point a on the water-sediment interface;
s is the coordinate along the streamline, at which variations of the velocity module u and its gradient 𝜕u∕𝜕s
are tracked; and dL = DL∕u2 and dm = Dm∕u2 are the transformed longitudinal dispersion (DL) and molecular
diffusion (Dm) coefficients, respectively. The longitudinal dispersion coefficient is defined as DL = Dm +𝛼Lu(s),
with longitudinal dispersivity 𝛼L. Each streamline is characterized by a total residence time 𝜏R, which repre-
sents the time taken by a particle to travel from the injection point x = a (downwelling) to the exit point x = b
(upwelling). Equation (3) is subject to initial and boundary conditions (ICs and BCs)

ci(t = 0, 𝜏) = ci,in(𝜏), ci(t, 𝜏 = 0) = ci(t, 𝜏 = 𝜏R) = c(a)i (t), i = 1, ⋅ ⋅ ⋅,Nc. (4)

The equal Dirichlet BCs at both the downwelling and upwelling ends of each streamline (𝜏 = 0 and 𝜏 = 𝜏R)
represent the ith species concentration in the river-water column, c(a)i (t), or, more precisely, at the
river-water/sediment interface. This choice of BCs is suitable for advection-dominated transport in the HZ
zone, wherein the dynamics within a bedform is significantly slower than the dynamics in river water. For
other applications, the Dirichlet BCs in (4) can be replaced with appropriate Neumann or Robin BCs at the
downwelling and upwelling boundaries.

2.2. Method of Distributions: Joint PDF of Multiple Reacting Species
Our objective is to quantify the impact of uncertainty in parameters p and the initial and boundary condi-
tions ci,in(𝜏) and c(a)i (t) on predictions of the concentrations of dissolved reacting species. We assume flow
velocity u to be deterministic, that is, known with certainty from either an analytical solution (as done in the
subsequent application), a numerical solution of (1), or in situ observations. The use of (3) to model reactive
transport relies on the assumption of negligibly small transverse dispersion and is generally applicable to
advection-dominated phenomena. That is justifiable in HZ studies, since bedform sediments are character-
ized by high hydraulic conductivity (Salehin et al., 2004; Sawyer & Cardenas, 2009). When this assumption is
not valid, solute transport has to be described by (2) instead of (3). For such transport scenarios, we derive a
general PDF equation in Appendix D but do not pursue its analysis here.

We show in Appendix A that the joint PDF f (C1, ⋅ ⋅ ⋅, CNc
; t, 𝜏) of species concentrations c1, ⋅ ⋅ ⋅, cNc

at
time-space point (t, 𝜏) satisfies

𝜕f
𝜕t

+ 𝜈(s) 𝜕f
𝜕𝜏

= dL
𝜕2f
𝜕𝜏2

+
Nc∑

i=1

{
𝛼i(t, 𝜏)

𝜕

𝜕Ci

[(
Ci − c̄i

)
f
]
+ 𝛽i(t, 𝜏)

𝜕f
𝜕Ci

}
, (5a)

with

𝛼i =
𝜒i

2
−

dL

𝜎2
i

(
𝜕c̄i

𝜕𝜏

)2

−
Si

2𝜎2
i

, 𝛽i = −ri(c̄, p̄) − 𝜌i. (5b)

Here p̄ indicates the ensemble mean of the rate constants p; 𝜌i , Si , and 𝜒i are the closure terms in the
MDEs (see Appendices B and C) for the ensemble mean, c̄i(t, 𝜏) = ∫ Cif (C; t, 𝜏)dC, and variance, 𝜎2

i (t, 𝜏) =
∫ C2

i f (C; t, 𝜏)dC− c̄2
i , of concentration ci(t, 𝜏). Since the coefficients in (5) are given in terms of the integrals of

f , it is a nonlinear integro-differential equation.

To expedite its solution, one can precompute these coefficients, which turns (5) into a linear advection-
diffusion equation. This can be accomplished with MCS. In this context, the reliance on PDF equation (5)
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is beneficient because the lower moments, such as c̄i and 𝜎2
i (and, possibly, the mixed second moments like

𝜌i, Si and 𝜒i), converge with the number of MC realizations, NMCS, at the rate of 1∕
√

NMCS (Fishman, 2013,
Ch. 2, provides guidelines on the choice of NMCS for a selected accuracy level). The number of MC realizations
needed to estimate higher statistical moments with a given accuracy level increases with the moment’s order
(Bierig & Chernov, 2016). Hence, accurate MCS computation of non-Gaussian PDFs, such as f , requires signif-
icantly more realizations/computational effort than MCS computation of the lower moments that serve as
inputs in (5).

To accelerate computation even further, we compute c̄i and 𝜎2
i as solutions of MDEs

𝜕c̄i

𝜕t
+ 𝜈(s)

𝜕c̄i

𝜕𝜏
= dL

𝜕2c̄i

𝜕𝜏2
+ ri(c̄; p̄) + 𝜌i(t, 𝜏),

𝜕𝜎2
i

𝜕t
+ 𝜈(s)

𝜕𝜎2
i

𝜕𝜏
= dL

𝜕2𝜎2
i

𝜕𝜏2
+ Si(t, 𝜏) − 𝜒i𝜎

2
i .

(6)

These are solved numerically once closures approximations are defined in Appendix B.

Equation (5) is defined on an augmented space Ω̃ = Ω × Ωc that consists of the travel-time domain Ω and
the Nc-dimensional concentration coordinates of the (“event”) space Ωc. Its solution is a joint PDF, f (C; t, 𝜏), of
all the reactive species. A probabilistic description of individual (e.g., ith) species is provided by the marginal
PDF, fi(Ci; t, 𝜏). The latter satisfies a PDF equation

𝜕fi

𝜕t
+ 𝜈(s)

𝜕fi

𝜕𝜏
= dL

𝜕2fi

𝜕𝜏2
+ 𝛼i(t, 𝜏)

𝜕

𝜕Ci

[(
Ci − c̄i

)
fi

]
+ 𝛽i(t, 𝜏)

𝜕fi

𝜕Ci
. (7)

It is obtained by integrating (5) over C1,… ,Ci−1, Ci+1,… ,CNc
and using the definition of a marginal PDF,

fi(Ci) = ∫ f (C1,… ,CNc
)dC1,… ,dCi−1,dCi+1,… ,dCNc

. Several properties of PDF equations (5) and (7) are
noteworthy. First, these PDF equations are self-consistent in the sense that both give rise to MDEs (6); for
example, the equation for mean concentration c̄i(t, 𝜏) = ∫ Cifi(Ci; t, 𝜏)dCi = ∫ Cif (C; t, 𝜏)dC in (6) can be
obtained by multiplying either (5) or (7) with Ci and integrating the former over C or the latter over Ci

(see Appendix C). Second, while fi provides a probabilistic description of the ith species concentration ci only, it
is not independent from the other species concentrations c1,… , ci−1, ci+1,… , cNc

. That is because mean con-
centration c̄i and functions 𝛼i and 𝛽i , which serve as input parameters in (7), depend on the remaining species
concentrations via (6).

Equations (5) and (7) are subject to initial and boundary conditions at the boundaries of the augmented
domain Ω̃ = Ω × Ωc and Ω̃i = Ω × Ωci

, respectively. The initial conditions and the boundary conditions with
respect to x or 𝜏 (i.e., on the bounding surface of flow domain Ω) depend on the uncertainty about the ini-
tial and boundary conditions of the original transport problem. This uncertainty is quantified in terms of a
(joint, possibly space-time varying) PDF of ci,in and c(a)i . If these driving forces are known with certainty, their
PDFs are Dirac delta functions; for example, the PDF of a known-with-certainty initial concentration ci,in is
fi,in(Ci; 𝜏) = 𝛿(Ci−ci,in) and the initial condition for (7) takes the form fi(Ci; t = 0, 𝜏) = 𝛿(Ci−ci,in). (The presence
of Neumann and/or Robin boundary segments of Ω would translate into BCs that contain a spatial derivative
of fi .) Unlike MCS and MDEs, spatiotemporal variability of uncertain initial and boundary conditions or cor-
relation between initial and boundary conditions increase neither the complexity of the PDF solution nor its
computational burden.

Boundary conditions for f (or fi) on the boundary of the event space Ωc (or Ωi) are less straightforward to
assign. One way of dealing with this difficulty is to be agnostic about possible values of solute concentration
ci by allowing it vary between −∞ and +∞, in which case Ωi = (−∞,+∞) and the corresponding boundary
conditions become either fi(±∞; t, 𝜏) = 0 or 𝜕fi∕𝜕Ci(±∞; t, 𝜏) = 0. Another way is to reformulate (7) in terms
of CDF Fi(Ci; t, 𝜏) = ∫ Ci

0 fi(i; t, 𝜏)di (Tartakovsky & Broyda, 2011),

𝜕Fi

𝜕t
+ 𝜈(s)

𝜕Fi

𝜕𝜏
= dL

𝜕2Fi

𝜕𝜏2
+
[
𝛼i(t, 𝜏)

(
Ci − c̄i

)
+ 𝛽i(t, 𝜏)

] 𝜕Fi

𝜕Ci
. (8)

Specification of boundary conditions for this CDF equation is straightforward. For example, if ci is known with
certainty to vary between Ci,min (e.g., 0) and Ci,max (e.g., ∞), then Ωi = [Ci,min,Ci,max] and the boundary condi-
tions in the event space are Fi(Ci,min; t, 𝜏) = 0 and Fi(Ci,max; t, 𝜏) = 1. If needed, PDF fi can then be recovered
from CDF Fi via differentiation.
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Equation (8) yields the CDF of the concentration of each (ith, with i = 1,… ,Nc) reacting species as a function
of time and travel time. In other words, for each point along a specific streamline, Fi(Ci; t, 𝜏) ≡ P[ci(t, 𝜏) ≤ Ci]
quantifies the probability, P, that a value of the ith species’ concentration, ci(t, 𝜏), does not exceed a thresh-
old Ci. This information allows one to make probabilistic predictions with relevant thresholds (as opposed
to, say, estimating mean concentrations). Relevant thresholds include anoxic levels for oxygen, euthropica-
tion limits for nitrate, or large nitrous oxide productions; an outcome of such a prediction is a spatial map
(e.g., throughout the bedform) of the probability of threshold exceedance. Equations (5), (7), or (8) can also
be used to compute prior distributions to be updated via data assimilation/Bayesian inference to reduce
uncertainty about the concentration estimates or to identify parameter values.
2.2.1. Purely Advective Transport
If transport is either purely advective or strongly advection dominated, then dL and dm are negligible, transport
equation (3) and PDF/CDF equations (5), (7), and (8) become hyperbolic, and their solutions depend only on
upstream boundary conditions (along the downwelling zone, i.e., at 𝜏 = 0). In this case, a solution of the
single one-dimensional equation for a semi-infinite domain is enough to map the solution throughout the
whole bedform.
2.2.2. Deterministic Reaction Rates
If the kinetic reaction rates p are known with certainty, that is, deterministic, the closed (joint) PDF equation
is derived without approximating the reaction term, with 𝛽i = ri(c,p) in (5). If longitudinal dispersion and
molecular diffusion are negligible as well, then the joint PDF equation becomes exact,

𝜕f
𝜕t

+ 𝜕f
𝜕𝜏

= −
Nc∑

i=1

𝜕ri(C;p)f
𝜕Ci

, (9)

regardless of the type of nonlinearity of the reaction terms ri . Equations for both the marginal PDFs and the
moments can be derived from (9). For a general form of ri , this step would require a closure approximation.

3. Probabilistic Forecasting of DIN Dynamics

Hydrologic interactions between surface and subsurface riverine environments induce biogeochemical activ-
ity within the HZ, where solutes, nutrients, contaminants, and pathogens react with each other depending
on the HZ redox conditions and the time that water spent traveling throughout the sediments (Battin et al.,
2003). We focus on DIN dynamics associated with nitrification-denitrification processes in the HZ. The latter is
the main biogeochemical processes controlling N2O production (Beaulieu et al., 2011; Hall et al., 2009) along
the entire length of the streamlines due to the presence of anoxic microsites (Briggs et al., 2015). In this sce-
nario, the dynamics of DO controls the distribution of bulk oxic and anoxic areas, wherein denitrification takes
place (Harvey et al., 2013).

3.1. Fluid Flow
Deterministic velocity u(s), its gradient 𝜕u∕𝜕s along individual streamlines, residence time, and an equation
for streamlines, serve as inputs for the PDF/CDF equations developed in section 2. All these quantities, along
with a mapping between streamline and Cartesian coordinates for the bedform, can be computed either
analytically or numerically (as discussed in section 1).

For illustration purposes, we employ the advective pumping model or APM (Elliott & Brooks, 1997). It rep-
resents an idealized representation of hyporheic exchange in an isolated dune bedform, where hydraulic
interactions are driven by a sinusoidal pressure wave at the horizontal interface between a stream and
a homogeneous, isotropic bedform of length L. The APM provides an analytical solution to steady-state
two-dimensional Darcy flow equation (1) in a rectangular domain  = {x : − L∕2 ≤ x1 ≤ L∕2, 0 ≤ x2 ≤ ∞},
with hydraulic head h(x1, x2) satisfying boundary conditions

h(−L∕2, x2) = h(L∕2, x2),
𝜕h
𝜕x2

(x1,−∞) = 0, h(x1, 0) = hm sin(𝜆x1), (10)

where hm is the amplitude of the head variation and 𝜆 = 2𝜋∕L is the dune wavelength. This solution yields a
closed-form expression for macroscopic flow velocity u(x) = j(x)∕𝜃,

u(x) =
(
−u cos(𝜆x1e𝜆x2 )
−u sin(𝜆x1e𝜆x2 )

)
, (11)

BOSO ET AL. 4421



Water Resources Research 10.1029/2018WR022525

Table 1
Values of the Parameters Used in Our Simulations of the DIN Transformations in a Sandy Dune

Parameter Value Source

Hydraulic properties

Hydraulic conductivity K = 172.8 m/d Quick et al. (2016)

Porosity 𝜃 = 0.38 Quick et al. (2016)

Dune length L = 1 m Quick et al. (2016)

Dune height Hd = 0.09 m Quick et al. (2016)

Average stream velocity U = 0.39 m/s Quick et al. (2016)

Average flow depth Y = 0.3 m Quick et al. (2016)

Transport properties

Rate of biomass respiration k̄0 = 16.4 1/d Beaulieu et al. (2011)

Rate of nitrification k̄1 = 629 1/d Beaulieu et al. (2011)

Rate of denitrification k̄2 = 5.54 1/d Beaulieu et al. (2011)

Longitudinal dispersion DL = 1.1 ⋅ 10−6 m2/s Marzadri et al. (2012)

Longitudinal dispersivity 𝛼L = 0.004 m Bear (1972, p. 609)

Median grain size d50 = 0.0022 m Quick et al. (2016)

N2O yield Ny = 0.84% Beaulieu et al. (2011)

Boundary conditions

Concentration of dissolved oxygen c̄(a)0 = 10 mg/L Rutherford (1994)

Concentration of dissolved ammonium c̄(a)1 = 13.7 μg/L Marzadri et al. (2017)

Concentration of dissolved nitrate c̄(a)2 = 324.3 μg/L Marzadri et al. (2017)

Concentration of dissolved dinitrogen + nitrous oxide c̄(a)3 = 0.284 μg/L Marzadri et al. (2017)

Amplitude of in-stream nitrate signal A = 0.25

Phase of in-stream nitrate signal P = 1.0 d

Note. DIN = dissolved inorganic nitrogen.

where u = K𝜆hm is the (constant) velocity magnitude. The coordinates of a fluid particle’s trajectory along
the streamline originating at a = (a, 0)⊤ are

x(𝜏) =
(

a − 𝜆Khm𝜏𝜃
−1 cos (𝜆a)

−𝜆−1 ln
{

cos
[
𝜆a − 𝜆2Khm𝜏𝜃

−1 cos(𝜆a)
]

cos−1(𝜆a)
} )

(12)

where 𝜏 is the travel time. The wave amplitude (Shen et al., 1990),

hm = 0.28
U2

2g

(
Hd∕Y

0.34

)p

, p =
{

3∕8 if Hd∕Y ≤ 0.34
3∕2 otherwise

, (13)

depends on both the stream water characteristics (i.e., mean flow depth Y and mean flow velocity U) and the
bedform morphology (i.e., dune height Hd). The residence time for a streamline originating on the bedform’s
surface at point a = (a, 0)⊤ and exiting the bedform in the upwelling region at point b = (b, 0)⊤ is

𝜏R(a) =
𝜃b

𝜆Khm cos(𝜆b)
. (14)

Finally, since the velocity is constant along the streamline, 𝜕u∕𝜕s = 0. Values of the hydraulic parameters in
(11)–(14) are collated in Table 1.

Despite its simplifications (e.g., the omission of contribution of turbulent dispersion and turnover on
hyporheic exchange), the APM was successfully used to detect surface-subsurface water exchange in field
(Wörman et al., 2002) and flume (Elliott & Brooks, 1997) experiments with fixed or slowly varying geometry.
Transport regimes that violate the foundational assumptions of the APM (e.g., when “pumping” is not the
dominant process) might be treated by replacing (11)–(14) with their more evolved counterparts. For exam-
ple, the shallow section of a streambed, wherein high bed porosity and sediment size induce large slip
velocities at the water sediment interface, can be described with analytical solutions of Packman et al. (2004);
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or high stream flows, which mobilize the upper part of the streambed sediment, call for the use of analytical
solutions of Packman and Brooks (2001).

3.2. Solute Transport
To be specific, we consider a kinetic system

CH2O + O2 −→ CO2 + H2O (aerobic respiration)

O2 +
1
2

NH+
4 −→ 1

2
NO−

3 + H+ + 1
2

H2O (nitrification)

2NO−
3 + 2CH2O + 2H+ −→ N2O + 2CO2 + 3H2O (denitrification)

2N2O + CH2O −→ 2N2 + CO2 + H2O (denitrification),

in which DO is consumed because of aerobic respiration, ammonium acts as a source of nitrate during nitri-
fication, while denitrification occurs sequentially as nitrate reduction (i.e., NO−

3 is converted to N2O) and N2O
reduction to N2. The overall production of nitrogen gases (Ngas) in the form of both N2O and N2 is regulated by
the denitrification kinetics (Marzadri et al., 2011), while the proportion of produced N2O (as opposed to N2) is
given by the N2O yield, Ny (Beaulieu et al., 2011; Quick et al., 2016). These biogeochemical processes are micro-
bially mediated by an idealized microbial community uniformly distributed within the hyporheic sediment.
We consider linearized reaction kinetics, so that the reaction terms in (3) take the form ri(c;p) = pici + pijcj ,
p = {k0, k1, k2} and (3) becomes

c0 ≡ DO :
𝜕c0

𝜕t
+

𝜕c0

𝜕𝜏
= dL

𝜕2c0

𝜕𝜏2
− k0c0 (15a)

c1 ≡ [NH+
4 ] :

𝜕c1

𝜕t
+

𝜕c1

𝜕𝜏
= dL

𝜕2c1

𝜕𝜏2
− k1c1 (15b)

c2 ≡ [NO−
3 ] :

𝜕c2

𝜕t
+

𝜕c2

𝜕𝜏
= dL

𝜕2c2

𝜕𝜏2
− k2c2 + k1c1 (15c)

c3 ≡ [Ngas] :
𝜕c3

𝜕t
+

𝜕c3

𝜕𝜏
= dL

𝜕2c3

𝜕𝜏2
+ k2c2. (15d)

The linearity approximation is common in the HZ literature (e.g., Butturini et al., 2000; Zarnetske et al., 2012).
It is compatible with the goal of our investigation: to analyze the impact of uncertain reaction rates with
an agile and parsimonious tool capable of capturing the basic dynamics of nitrification-denitrification and
oxygen consumption. Our general PDF equations are capable of handling nonlinear reaction terms. Doing
so would require either development of more complex closures for MDEs or the use of MCS to compute the
lower statistical moments, as discussed in section 2.2. The (random) kinetic rates k0, k1, and k2 correspond to,
respectively, the first-order reactions for biomass respiration, nitrification, and denitrification. We treat them
as lognormal random variables (although any other distribution can be chosen instead). This randomness
reflects uncertainty about values of these parameters, which arises from transfer of laboratory measurements
to the field, inaccuracies in direct measurements of reaction rates, and possible temperature dependence. The
values for the kinetic rates, k̄i, and the N2O yield reported in Table 1 represent the averages of the relevant data
collected during the Lotic Intersite Nitrogen Experiments: LINXI (Mulholland et al., 2008) and LINXII (Beaulieu
et al., 2011). To be specific, we assign a coefficient of variation CV ≡ 𝜎ki

∕k̄i = 0.4 for each kinetic reaction rate,
where 𝜎ki

denotes the corresponding standard deviation.

We also allow for uncertainty (randomness) in spatially varying initial conditions, which represent the steady
state with given uncertain (random) boundary conditions (BC SS in Table 1). The latter, in-stream concentra-
tions c(a)i of DO (i = 0), NH+

4 (i = 1), NO−
3 (i = 2), and Ngas (i = 3), are treated as lognormal random variables.

Their ensemble means, reported in Table 1, represent either the commonly observed daily value (Rutherford,
1994; in the case of c(a)0 ) or the average values observed along the Manistee River (MI, USA) during typical
summer baseflow conditions (Marzadri et al., 2017; in the case of c(a)i with i = 1, 2, 3). Following Marzadri
et al. (2011), we assume that N2(t, 0) = 0 and, consequently, c(a)3 = Ngas(t, 0) = N2O(t, 0). All four boundary
concentrations are assigned the coefficient of variation CV = 𝜎i∕c̄(a)i = 0.4 with variance 𝜎2

i .

The steady-state distributions of the reacting species are constructed via MCS with NMCS = 100 realizations,
which facilitates the subsequent comparison between the DIN dynamics predicted alternatively with the MCS
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and the method of distributions. The transient simulations use these steady-state solutions as the initial
concentrations ci,in and keep the same boundary conditions c(a)i , except for the boundary condition for
c2 = [NO−

3 ]. The latter is replaced first with c(a,tr)
2 = c(a)2 +c(a)2  (t)where(⋅) is the Heaviside function, and then

with c(a,tr)
2 = c(a)2 [1 + A sin (n𝜋t∕P)], where A and P are amplitude and period of the in-stream fluctuations of

[NO−
3 ]. The first boundary condition represents a sudden increase of nitrate in the stream due to an accidental

release, while the second one mimicks a daily release of nitrate from an upstream wastewater treatment plant.
Since NO−

3 dynamics controls N2O production, different modes of injection of NO−
3 along the water/sediment

interface are expected to affect production of N2O in the streambed. Uncertainty in in-stream concentrations
stems from data scarcity and spatiotemporal variability of in-stream loads along the river, which depend on
land use and hydrologic conditions.

We solve CDF equation (8), whose coefficients are computed with the MDEs (6) in which the closure variables
are set to 𝜌i = 0, Si = 2p̄i𝜎

2
i + 2p̄ij𝜎

2
ij , 𝜒i = 0, Sil = p̄i𝜎

2
il p̄ij𝜎jl + p̄l𝜎

2
il + p̄lm𝜎

2
im, 𝜒ij = 0. CDF equation (8) is subject

to initial and boundary conditions

Fi(Ci; 𝜏, t = 0) = Fi,ss(Ci; 𝜏), Fi(Ci; 𝜏 = 0, t) = Fi(Ci; 𝜏 = 𝜏R, t) = Ln
{

c̄(a,tr)
i , 𝜎

(a,tr)
i

}
,

Fi(Ci = Ci,min; 𝜏, t) = 0, Fi(Ci = Ci,max; 𝜏, t) = 1,
(16)

where Fi,ss is the CDF of the ith species at the steady state, and Ln{⋅} is the lognormal distribution with mean
c̄(a,tr)

i and standard deviation 𝜎
(a,tr)
i =0.4c̄(a,tr)

i . In the simulations reported below we set Ci,min =0 for all species,
while Ci,max is chosen appropriately depending on the dynamics of the ith species. The numerical solution of
(8) is obtained via finite differences with Δ𝜏 = 1.7 ⋅ 10−3 d in the 𝜏 direction, ΔCi = (Ci,max − Ci,min)∕Ncell with
Ncell = 200 cells in the Ci direction, and time step Δt = 0.01 d. The solution of CDF equation (8) is a map of
the bedform-scale probability of exceedance for each of the reacting species.

We also conduct MCS with NMCS = 1,000 realizations to assess the impact of our selection of the (trivial)
closures on the accuracy of the resulting estimates of the concentration moments and CDFs.

4. Results

We focus on quantification of uncertainty in predictions of the nitrous oxide concentration, c̃3(t, 𝜏) ≡ [N2O] =
Nyc3, because of its significance as a greenhouse gas. We consider a deterministic (i.e., known with certainty)
N2O yield, although uncertainty (randomness) in this value can be considered as well by either (i) including
a two-step model of denitrification with random N2O and N2 production rates or (ii) regarding the PDF of
c̃3 to be conditioned on the value of the N2O yield. In the latter case, the multiplication of this conditional
PDF by the PDF of Ny, fNy

(N′
y), and integration over N′

y would yield the (marginal) PDF of N2O, f3(C̃3; 𝜏, t). Two
environmental scenarios of NO−

3 input to the HZ, as quantified by the two alternative boundary conditions in
the previous section, are considered.

For the step load of NO−
3 , the CDF F3(C3; t, 𝜏) is computed with (8). Contour plots of its rescaled counterpart

F3(C̃3; t, 𝜏), the CDF of c̃3 = Nyc3, are shown in Figure 1 (left column) at times times t = 0.5 day (top row) and
2.5 d (bottom row), as function of threshold value C̃3 and travel time 𝜏 , along the deepest streamline char-
acterized by residence time 𝜏R = 2.6 days. The increase in [NO−

3 ] at the downwelling end of the streamline
increases production of N2O that travels along the streamline due to advection, with mild dispersive spread-
ing. Since F3(C̃3; t, 𝜏) ≡ P[c̃3(t, 𝜏) ≤ C̃3], the contour plots of CDF represent maps of the probability of the
nitrous oxide concentration c̃3(t, 𝜏) not exceeding a threshold value C̃3. As such, they identify regions with
the highest probability of finding high concentrations of nitrous oxide. The wider the CDF at a given 𝜏 , the
larger the predictive uncertainty. Uncertainty increases away from the streamline’s edges, towards the center
of the bedform.

Our CDF equation (8) is based on a set of closures, whose accuracy and robustness cannot be ascertained a
priori. By way of validation, we show in Figure 1 CDF F3(C̃3; ⋅, 𝜏) resulting from the numerical solution of (8)
(left column) and MCS (middle column). These two alternative methods yield solutions for F3(C̃3; ⋅, 𝜏), which
are virtually indistinguishable in terms of an “eyeball measure.” To make this comparison more quantitative,
we use the Earth Mover’s metric,

E3(t, 𝜏) = ∫
C̃3,max

C̃3,min

|FMD
3 (C̃3; t, 𝜏) − FMCS

3 (C̃3; t, 𝜏)|dC̃3, (17)
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Figure 1. Step load of NO−
3 : Temporal snapshots, at times t = 0.5 day (top row) and 2.5 days (bottom row), of CDF F3(C̃3; t, 𝜏) computed with the method of

distributions (MD, left column) and MCS (middle column), and of error E3(t, 𝜏) between the two (right column). The contour plots of CDF F3(C̃3; t, 𝜏) are for the
streamline with residence time 𝜏R = 2.6 days; the isocontour lines differ by 10%. A contour plot of F3(C̃3; ⋅, 𝜏) ≡ P[c̃3(⋅, 𝜏) ≤ C̃3] is a map of the bedform-scale
probability, P, of nitrous oxide concentration, c̃3 = [N2O], not exceeding a threshold value C̃3. The discrepancy between the CDFs estimated with MD and MCS,
E3, does not exceed 1% for t = 0.5 day and 2.5% for t = 2.5 days. CDF = cumulative distribution function; MCS = Monte Carlo simulations.

Figure 2. Periodically fluctuating load of NO−
3 : Temporal snapshots, at times t = 0.5 day (top row) and 2.5 days (bottom row), of CDF F3(C̃3; t, 𝜏) computed

with the MD (left column) and MCS (middle column), and of error E3(t, 𝜏) between the two (right column). The contour plots of CDF F3(C̃3; t, 𝜏) are for
the streamline with residence time 𝜏R = 2.6 days; the isocontour lines differ by 10%. The discrepancy between the CDFs estimated with MD and MCS, E3,
does not exceed 2.5% for t = 0.5 day and 1% for t = 2.5 days.
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Figure 3. CDF F3(C̃3) (left column) and PDF f3(C̃3) (right column) of c̃3(t, 𝜏) = [N2O] along the streamline with
𝜏R = 2.6 d, at t = 2.5 d and 𝜏 = 1 d, for the step (top row) and periodically fluctuating (bottom row) loads of N3O− .
These distributions are computed with the MD approach (solid lines) and MCS (lines with circles for CDFs and histogram
bars for PDFs). The dashed vertical line and shaded intervals represent the mean ⟨c̃3⟩ = Ny c̄3 and standard deviation
obtained from MCS; they highlight the asymmetry of the distributions. CDF = cumulative distribution function;
MCS = Monte Carlo simulations; PDF = probability density function.

as a measure of discrepancy between the CDFs estimated with the method of distributions, FMD
3 (C̃3; t, 𝜏), and

MCS, FMCS
3 (C̃3; t, 𝜏). By this metric, the difference between the two methods is less than 1% at t = 0.5 day and

does not exceed 2.5% at t = 0.5 day (Figure 1, right column). This small discrepancy is mostly due to numerical
error resulting from the discretization with cell size ΔC̃3 = 5 ⋅ 10−5 in the C̃3 direction. It can be reduced by
increasing the spatial resolution, that is, decreasing ΔC̃3, and/or reducing numerical diffusion.

Figure 2 exhibits results of the analogous analysis for the periodically fluctuating load of NO−
3 . A similar

degree of agreement between the CDFs estimated with the MD and MCS demonstrates the robustness of the
proposed method of distributions.

Picking a point (t, 𝜏), that is, selecting a vertical cross section of the maps in Figures 1 and 2, yields a full
probabilistic description of nitrous oxide concentration, c̃3(t, 𝜏) = [N2O], at the space-time point of interest.
Figure 3 provides such description in terms of both CDF F3(C̃3) (left column) and corresponding PDF f3(C̃3)
(right column). This figure provides yet another visual confirmation of the close agreement between the CDFs
and PDFs estimated with the MD and MCS. For the two NO−

3 load scenarios considered, the distributions are
asymmetric, that is, non-Gaussian. This finding reveals that the mean and variance of c̃3, the two quantities
routinely computed with MDE-based stochastic analyses, are not sufficient to capture low probability events
described by the distribution’s tails.

The mean (⟨c̃3⟩) and variance (𝜎2
3 ) of c̃3, which are used as input for CDF equation (8), vary with time t and

travel time 𝜏 , as shown in Figure 4. Both quantities are computed, alternatively, by using MDEs (6) and MCS.
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Figure 4. Mean ⟨c̃3⟩ (left) and variance 𝜎2
3 (right) of c̃3 = [N2O] computed, alternatively, with the MDEs (solid line),

the method of distributions (dotted line), and MCS (dashed line) at t = 0.5 and 2.5 days for the step (top row)
and periodically fluctuating (bottom row) loads of N3O− .

The close agreement between the two methods is remarkable considering that we have used a “mean-field”
(zeroth-order) approximation to close MDEs (6). By construction, our solution for CDF F3(C̃3) has to pre-
serve the ⟨c̃3⟩ and 𝜎2

3 predicted with MDEs. Figure 4 demonstrates that this is indeed the case, up to a small
numerical error.

Finally, we repeat this analysis for each streamline to construct exceedance probability maps in the physical
space with coordinates (x1, x2) by plottingP[c̃3(t, 𝜏)> C̃3] = 1−F3(C̃3; t, 𝜏)with 𝜏 = 𝜏(x) in (12). Figure 5 maps
out the probability, 1 − F3(C⋆; x, t), of the local value of concentration c̃3(x, t), at time t = 0.5 day, exceeding
the thresholds C⋆ = 4.2 ⋅10−3 and 3.4 ⋅10−3 for the step and periodic loads of N3O−, respectively. The stream-
line color represents the probability of the nitrous oxide concentration, c̃3 = [N2O], along the streamline
exceeding C⋆. The shallow streamlines have a residence time that is too short to allow for consistent produc-
tion of N2O, while larger production and accumulation occur along the deeper streamlines. The latter are also
regions with largest concentrations and concentration gradients in the upwelling zone, and thus with largest
amounts of N2O discharge into the stream.

5. Summary and Future Work

We investigated the impact of parametric uncertainty on one’s ability to predict geochemical transformations
of the key species involved in DIN circulation in the HZ. Uncertain reaction rate constants and driving forces
(initial and boundary states) were treated as random variables, giving rise to a system of coupled stochastic
advection-dispersion-reaction equations for species concentrations. Since the latter are known to have
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Figure 5. Streamlines, (a) and (b), resulting from the pressure profile
(c) at the boundary. The blue section in (c) represents the downwelling
region, according to the APM model. The exceedance probability maps
1 − F3(C⋆; t, 𝜏) at time t = 0.5 day are represented in (a) for C⋆ = 4.2 ⋅ 10−3

and the step load of nitrate, and (b) for C⋆ = 3.4 ⋅ 10−3 and the periodically
fluctuating load. The streamlines are characterized by different characteristic
residence time 𝜏R , which is a function of the entry point along the
downwelling area. APM = advective pumping model.

non-Gaussian (i.e., asymmetric and long tailed) distributions, their proba-
bility of exceedance cannot be captured with lower moments (mean and
variance). While Monte Carlo (MC) simulations allow one, in principle, to
estimate such probabilities, large numbers of MC runs needed to make
these estimates reliable/accurate render MC impractical.

Instead, we developed deterministic equations for the joint PDF for all the
species concentrations, as well as equations for corresponding marginal
PDFs and CDFs for concentrations of individual species. The solution of
a CDF equation, such as (8), is a map of the bedform-scale exceedance
probability for each of the reacting species. Such maps provide quantita-
tive answers to practical questions: How likely is the concentration of a
solute of interest to exceed its legal limit? What is the confidence level of a
particular prediction of the spatiotemporal distribution of solute concen-
trations? What is the environmental risk posed by a release of a certain
chemical? And so forth. CDF or PDF maps can also be used to guide sen-
sor placement: measurements taken in regions with highest predictive
uncertainty have a bigger impact on the reduction of the overall uncer-
tainty once the data are assimilated into the model. In this context, PDF
solutions serve as prior distributions for Bayesian data assimilation. Vary-
ing the levels and/or sources of uncertainty provides direct information
on the sensitivity of the estimates in terms of their PDFs, rather than just
lower moments. Finally, solutions to joint PDF equations, such as (5) or its
marginals, allow one to investigate correlations between different species
and might facilitate system identifiability.

In the future, we will extend our analysis to account for uncertainty in
streamline geometry (Pryshlak et al., 2015). The latter stems from spatial
variability of hydraulic conductivity, from spatiotemporal fluctuations in
hydrodynamic conditions of a river and bedform morphology, and from
interactions with baseflow. Our ultimate goal is to develop tools for prob-
abilistic forecasting of the overall production of nitrous oxide both at the
bedform scale and in a river reach and a river network.

Appendix A: Derivation of PDF Equation

We start by defining a joint “raw” PDF for all the species c1, ⋅ ⋅ ⋅, cNc
as

Π(C; t, 𝜏) =
Nc∏

i=1

𝛿
[

Ci − ci(t, 𝜏)
]
. (A1)

Its ensemble mean gives the joint PDF f (C):

⟨Π(C)⟩ ≡ ∫ΩC

(
Nc∏

i=1

𝛿i

(
Ci − C̃i

))
f (C̃)dC̃ = f (C), (A2)

where Ωc is the domain for the concentration coordinates C = {C1, ⋅ ⋅ ⋅,CNc
}. Multiplying each equation in (3)

by −𝜕Π∕𝜕Ci, while taking into account that

𝜕Π
𝜕t

=
3∑

i=0

− 𝜕Π
𝜕Ci

𝜕ci

𝜕t
,

𝜕Π
𝜕𝜏

=
3∑

i=0

− 𝜕Π
𝜕Ci

𝜕ci

𝜕𝜏
, − 𝜕Π

𝜕Ci
ri(c) = −

𝜕Πri(C)
𝜕Ci

,

yields

𝜕Π
𝜕t

+ 𝜈
𝜕Π
𝜕𝜏

=
∑

i

−dL
𝜕Π
𝜕Ci

𝜕2ci

𝜕𝜏2
−

𝜕Πri(C;p)
𝜕Ci

, (A3)
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where 𝜈(s) is defined in (3). Ensemble averaging (A3) yields

𝜕f
𝜕t

+ 𝜈
𝜕f
𝜕𝜏

= dL
𝜕2f
𝜕𝜏2

+
∑

i

𝜕

𝜕Ci

(
dL⟨𝜕Π

𝜕𝜏

𝜕ci

𝜕𝜏
⟩) −

𝜕⟨Π(C)ri(C;p)⟩
𝜕Ci

. (A4)

In general, it is necessary to find a suitable closure for the terms Mi = dL⟨ 𝜕Π𝜕𝜏 𝜕ci

𝜕𝜏
⟩ and Ri = ⟨Πri(c)⟩.

Boso and Tartakovsky (2016) developed a closure for advective-dispersive transport of a single dis-
solved species. We generalize their approach to derive deterministic equations for marginal PDFs fi(Ci) =∫ f (C1,… ,CNc

)dC1,… ,dCi−1,dCi+1,… ,dCNc
. These equations are closed by enforcing their consistency with

the lower moments of ci (i.e., mean and variance) to obtain (5). In the special case of deterministic reaction
rates p and zero dispersion dL = 0, (A4) is exact and leads to (9).

Appendix B: Moments Equations

Ensemble average of (3) yields the first of equation (6), wherein the closure 𝜌i retains all higher-order fluctua-
tion terms for both concentrations and reaction rates. Subtracting the equation for the mean from (3) yields
an equation for the concentration fluctuations c′i = ci − c̄i,

𝜕c′i
𝜕t

+ 𝜈
𝜕c′i
𝜕𝜏

= dL

𝜕2c′i
𝜕𝜏2

+ r′i , (B1)

where r′i = ri − r̄i and r̄i = ri(c̄; p̄) + 𝜌i . The equation for the covariances 𝜎2
il = ⟨c′i c′l ⟩ is obtained by multiplying

(B1) with c′l and taking the ensemble mean. After algebraic manipulations that yields

𝜕𝜎2
il

𝜕t
+ 𝜈

𝜕𝜎2
il

𝜕𝜏
= dL

𝜕2𝜎2
il

𝜕𝜏2
+ Sil − 𝜒il𝜎

2
il , (B2)

where Sil = ⟨c′l r′i ⟩ + ⟨c′i r′l ⟩ and 𝜒il = 2dL⟨ 𝜕c′i
𝜕𝜏

𝜕c′
l

𝜕𝜏
⟩. Setting i = l, we obtain an equation for variance 𝜎2

i ,

𝜕𝜎2
i

𝜕t
+ 𝜈

𝜕𝜎2
i

𝜕𝜏
= dL

𝜕2𝜎2
i

𝜕𝜏2
+ Si − 𝜒i𝜎

2
i . (B3)

For the sake of simplicity, we consider linear reactions in the form ri(c) = pici +pijcj and a trivial (zeroth-order)
approximation for the closures: 𝜌i = 0, Sil = p̄i𝜎

2
il + p̄ij𝜎

2
jl + p̄l𝜎il2 + p̄2

lm𝜎
2
im. Their accuracy is assessed by

comparison with MCS.

Appendix C: Consistency Between PDF Equations and MDEs in Streamline
Coordinates
Consistency between (5) and MDEs (6) is imposed in order to define 𝛼i and 𝛽i . The closure for the diffusive term
is structurally analogous to IEM closures in the turbulence literature, corrected for the correct reproduction of
both mean and variance of the concentration of each species (Boso & Tartakovsky, 2016). The reaction-related
closure approximates the conditional mean that would arise with an expansion around the nonconditional
mean with corrections that depend on variances and covariances.

First, we obtain equations for the marginal PDF fi by integrating (5) with respect to all cj for which j ≠ i,

𝜕fi

𝜕t
+ 𝜈

𝜕fi

𝜕𝜏
= dL

𝜕2fi

𝜕𝜏2
+ 𝜕

𝜕Ci

[
𝛼i(Ci − c̄i)fi + 𝛽ifi

]
. (C1)

Multiplying (C1) by Ci and integrating over Ωi , we obtain the equation for c̄i regardless of the expression
assigned to𝛼i and assuming 𝛽i = −

(
ri(c̄; p̄) + 𝜌i

)
. By multiplying (C1) by C2

i and considering𝜎2
i = ∫ C2

i dCi−c̄2
i ,

we set 𝛼i =
𝜒i

2
− dL

𝜎2
i

𝜕c̄i

𝜕𝜏

𝜕c̄i

𝜕𝜏
− Si

2𝜎2
i

.
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Appendix D: Consistency Between PDF Equations and MDEs in Cartesian
Coordinates

An equation for the raw PDF Π =
∏Nc

i=1 𝛿i is rewritten for (2) with random inputs and parameters and
deterministic velocity as

𝜕Π
𝜕t

+ u ⋅ ∇Π = ∇ ⋅ (D∇Π) +
Nc∑

i=1

𝜕

𝜕Ci
(D∇c ⋅ ∇Π) −

𝜕Πri(C;p)
𝜕Ci

. (D1)

An equation for the joint PDF f is obtained via ensemble averaging,

𝜕f
𝜕t

+ u ⋅ ∇f = ∇ ⋅
(

D∇f
)
+

Nc∑
i=1

𝜕

𝜕Ci
⟨D∇c ⋅ ∇Π⟩ − 𝜕⟨Πri(C;p)⟩

𝜕Ci
. (D2)

Its closure is performed via the introduction of two closure terms �̃�i and 𝛽i :

𝜕f
𝜕t

+ u ⋅ ∇f = ∇ ⋅
(

D∇f
)
+

Nc∑
i=1

𝜕

𝜕Ci

[
�̃�i
(

Ci − c̄i

)
f + 𝛽if

]
, (D3)

where �̃�i =
𝜒

2
− dL

𝜎2
i

∇c̄i ⋅ ∇c̄i −
Si

2𝜎2
i

and 𝛽i is defined as in the streamline case.
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